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SYSTEMS AND METHODS FOR ADDING structure is representative of a physical spatial domain from 
FUNCTIONAL GRID ELEMENTS TO which the plurality of signals are received by the sensor . The 

STOCHASTIC SPARSE TREE GRIDS FOR method further includes determining , with the computing 
SPATIAL FILTERING device , an elliptical error region probability object contain 

5 ing the first and the second signal data blocks and having a 
BACKGROUND center and a pair of axes , where the center is representative 

of a highest probability location of the signal emitter in the 
The field of the disclosure relates generally to spatial physical spatial domain at the second time , where the pair of 

filtering of signal data received by wide - area surveillance axes is representative of a spatial error of the center at the 
sensors , and , more specifically , to systems and methods for 10 second time , and where the elliptical error region probability 
adding functional grid elements to stochastic sparse tree object is stored in the memory in association with the array 
grids for spatial filtering . data structure . 

In known spatial filtering systems and methods , improved In another aspect , a system for spatially filtering signal 
pre - processing front - end architectures generate signal data parameter vector data generated by at least one surveillance 
vectors having new characteristics and require more exten - 15 platform from a plurality of signals of a signal emitter is 
sive processing systems and methods . Improvements in provided . The system includes a sensor configured to receive 
known spatial filtering systems and methods including the plurality of signals . The system also includes a pre 
denoising and blind source separation generate signal processor coupled to the sensor and configured to generate 
parameter vectors containing new characteristics and addi - a plurality of signal parameter vectors derived from the 
tional new information types . In order to efficiently generate 20 plurality of signals and including a first signal parameter 
useful deinterleaving information of signal parameter vec - vector and a second signal parameter vector , each signal 
tors during post - processing , such known spatial filtering parameter vector of the plurality of signal parameter vectors 
systems and methods require substantially more complex derived from one signal of the plurality of signals , where the 
processor architectures . Even with improved post - process - first signal parameter vector includes a first signal data block 
ing architectures , such known spatial filtering systems and 25 and the second signal parameter vector includes a second 
methods suffer from diminished deinterleaving performance signal data block , and where the first and the second signal 
with new types of signal parameter vector data and non data blocks contain spatially - defined information for the 
standard data relative to standard signal parameter vectors . signal emitter . The system further includes a computing 

At least some known spatial filtering and signal parameter device coupled to the pre - processor and including a memory . 
vector deinterleaving systems and methods are challenging 30 The computing device is programmed to receive , from the 
to implement in a single platform architecture which can pre - processor , the first signal parameter vector at a first time 
only produce angle of arrival ( AOA ) spatial information , and the second signal parameter vector at a second time . The 
rather than a more exact spatial location . Further , at least computing device is also programmed to transmit , to an 
some known spatial filtering and signal parameter vector array data structure stored in the memory and having a 
deinterleaving systems and methods are unable , absent 35 plurality of elements including a first element and a second 
highly sophisticated , complex , and expensive post - process element , the first signal data block to the first element and 
ing computing requirements , to combine non - standard sig the second signal data block to the second element , where 
nal parameters having widely varying accuracies and the array data structure is representative of a physical spatial 
employ moving emitter platform spatial signal parameters as domain from which the plurality of signals are received by 
part of signal parameter vector deinterleaving . Finally , when 40 the sensor . The computing device is further programmed to 
stochastic histogram methods are used to spread out spatial determine an elliptical error region probability object con 
data in a grid with very small cells for the purpose of taining the first and the second signal data blocks and having 
generating accurate results , in at least some known spatial a center and a pair of axes , where the center is representative 
filtering systems and methods , use of a standard post of a highest probability location of the signal emitter in the 
processing architecture is unacceptably inefficient . 45 physical spatial domain at the second time , where the pair of 

axes is representative of a spatial error of the center at the 
BRIEF DESCRIPTION second time , and where the elliptical error region probability 

object is stored in the memory in association with the array 
In one aspect , a method of spatially filtering signal data structure . 

parameter vector data generated by at least one surveillance 50 In yet another aspect , a non - transient computer - readable 
platform is provided . The at least one surveillance platform memory having computer - executable instructions embodied 
includes a sensor configured to receive a plurality of signals thereon is provided . When executed by a computing device , 
from a signal emitter . The method includes receiving , at a the computer - executable instructions cause the computing 
computing device , a first signal parameter vector at a first device to receive , over time , a plurality of signal parameter 
time and a second signal parameter vector at a second time 55 vectors including a first signal parameter vector at a first 
occurring after the first time , the first signal parameter vector time and a second signal parameter vector at a second time , 
including a first signal data block and the second signal each signal parameter vector of the plurality of signal 
parameter vector including a second signal data block , parameter vectors derived from one signal of a plurality of 
where the first and the second signal parameter vectors are signals transmitted to the computing device from a sensor 
derived from the plurality of signals , and where the first and 60 configured to receive the plurality of signals from a signal 
the second signal data blocks contain spatially - defined infor - emitter , where the first signal parameter vector includes a 
mation for the signal emitter . The method also includes first signal data block and the second signal parameter vector 
transmitting , to an array data structure stored in a memory includes a second signal data block . When executed by the 
of the computing device and having a plurality of elements computing device , the computer - executable instructions also 
including a first element and a second element , the first 65 cause the computing device to transmit , to an array data 
signal data block to the first element and the second signal structure stored in the memory and having a plurality of 
data block to the second element , where the array data elements including a first element and a second element , the 
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first signal data block to the first element and the second The singular forms “ a ” , “ an ” , and “ the ” include plural 
signal data block to the second element , where the array data references unless the context clearly dictates otherwise . 
structure is representative of a physical spatial domain from “ Optional ” or “ optionally ” means that the subsequently 
which the plurality of signals are received by the sensor . described event or circumstance may or may not occur , and 
When executed by the computing device , the computer - 5 that the description includes instances where the event 
executable instructions further cause the computing device occurs and instances where it does not . to determine an elliptical error region probability object Approximating language , as used herein throughout the containing the first and the second signal data blocks and specification and claims , may be applied to modify any 
having a center and a pair of axes , where the center is quantitative representation that could permissibly vary with representative of a highest probability location of the signal 10 out resulting in a change in the basic function to which it is emitter in the physical spatial domain at the second time , related . Accordingly , a value modified by a term or terms , where the pair of axes is representative of a spatial error of 
the center at the second time , and where the elliptical error such as " about " , " approximately ” , and “ substantially ” , are 
region probability object is stored in the memory in asso not to be limited to the precise value specified . In at least 
ciation with the array data structure . some instances , the approximating language may corre 

spond to the precision of an instrument for measuring the 
BRIEF DESCRIPTION OF THE DRAWINGS value . Here and throughout the specification and claims , 

range limitations may be combined and / or interchanged , and 
These and other features , aspects , and advantages of the such ranges are identified and include all the sub - ranges 

present disclosure will become better understood when the contained therein unless context or language indicates oth 
following detailed description is read with reference to the 20 erwise . 
accompanying drawings in which like characters represent As used herein , the terms " processor ” and “ computer ” and 
like parts throughout the drawings , wherein : related terms , e . g . , " processing device ” , “ computing 

FIG . 1 is a schematic diagram of an exemplary physical device ” , and “ controller ” are not limited to just those inte 
environment having a plurality of signal emitters residing on grated circuits referred to in the art as a computer , but 
a two - dimensional ground surface surveilled by an aerial 25 broadly refers to a microcontroller , a microcomputer , a 
wide - area sensor surveillance platform . programmable logic controller ( PLC ) , an application spe FIG . 2 is a schematic diagram of an alternative physical cific integrated circuit ( ASIC ) , and other programmable environment having a plurality of signal emitters residing in circuits , and these terms are used interchangeably herein . In a three - dimensional sky region surveilled by a ground - based the embodiments described herein , memory may include , wide - area sensor surveillance platform . 

FIG . 3 is a schematic diagram of an exemplary signals engl 30 but is not limited to , a computer - readable medium , such as 
processing system that may be used with the surveillance a random access memory ( RAM ) , and a computer - readable 
platforms shown in FIGS . 1 and 2 . non - volatile medium , such as flash memory . Alternatively , a 

FIG . 4 is a schematic diagram of an exemplary process for floppy disk , a compact disc — read only memory ( CD 
deinterleaving signal parameter vector data that may be used ROM ) , a magneto - optical disk ( MOD ) , and / or a digital 
with the signal processing system shown in FIG . 3 . 35 versatile disc ( DVD ) may also be used . Also , in the embodi 

FIG . 5 is a schematic diagram of a plurality of elliptical ments described herein , additional input channels may be , 
error region probability objects stored in an array data but are not limited to , computer peripherals associated with 
structure as determined using the process shown in FIG . 4 . an operator interface such as a mouse and a keyboard . 

FIG . 6 is a flowchart of an exemplary method of spatially Alternatively , other computer peripherals may also be used 
filtering signal parameter vector data that may be used with 40 that may include , for example , but not be limited to , a 
the signal processing system shown in FIG . 3 . scanner . Furthermore , in the exemplary embodiment , addi 

FIG . 7 is a flowchart of an alternative method of spatially tional output channels may include , but not be limited to , an 
filtering signal parameter vector data that may be used with operator interface monitor . 
the signal processing system shown in FIG . 3 . Also , as used herein , the terms “ blind source separate ” , 

FIG . 8 is a flowchart of an alternative method of spatially 45 “ blind source separated ” , and “ blind source separation ” refer 
filtering signal parameter vector data that may be used with to systems and methods employed for separating ( e . g . , 
the signal processing system shown in FIG . 3 . filtering ) one or more source signals of interest from a 

FIG . 9 is a flowchart of an alternative method of spatially plurality of mixed signals . In applications including , without 
filtering signal parameter vector data that may be used with limitation , an underdetermined case ( e . g . , fewer observed 
the signal processing system shown in FIG . 3 . 50 signals than signal sources ) , blind source separation facili 

FIG . 10 is a flowchart of an alternative method of spatially tates filtering pure signals of interest from an arbitrary set of 
filtering signal parameter vector data that may be used with time - varying signals ( e . g . , radar pulses from one or more 
the signal processing system shown in FIG . 3 . signal emitters ) without relying on substantial amounts of 

Unless otherwise indicated , the drawings provided herein known information about the source signals or the signal 
are meant to illustrate features of embodiments of this 55 mixing process . 
disclosure . These features are believed to be applicable in a Further , as used herein , the terms " denoise ” , “ denoised ” , 
wide variety of systems comprising one or more embodi - and " denoising ” relate to devices , systems and methods 
ments of this disclosure . As such , the drawings are not meant employed to improve the quality of and pre - condition sig 
to include all conventional features known by those of nals of interest received from a noisy environment . Denois 
ordinary skill in the art to be required for the practice of the 60 ing received signals of interest facilitates additional signal 
embodiments disclosed herein . processing of the received signals of interest using addi 

tional devices , systems , and methods downstream from 
DETAILED DESCRIPTION where signals of interest are initially received by a receiving 

device such as an antenna . 
In the following specification and the claims , reference 65 Furthermore , as used herein , the term “ real - time ” refers to 

will be made to a number of terms , which shall be defined at least one of the time of occurrence of the associated 
to have the following meanings . events , the time of measurement and collection of predeter 
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mined data , the time to process the data , and the time of a transmit at least one of first signal 18 and second signal 20 
system response to the events and the environment . In the to signal processing platform 26 . Antenna 28 and signal 
embodiments described herein , these activities and events processing platform 26 include analog and digital electronic 
occur substantially instantaneously . circuit components ( not shown ) configured to at least one of 

The systems and methods for adding functional grid 5 detect , process , quantify , store , and display various charac 
elements to stochastic sparse tree grids for spatial filtering teristics of first signal 18 and second signal 20 . Character 
described herein enable efficient and high performance istics of first signal 18 and second signal 20 include , without 
deinterleaving of signal parameter vector data generated limitation , a frequency , a time of arrival , a time of departure , 
using improved pre - processing front - end architectures and a pulse width , a pulse amplitude , a pulse repetition interval , 
methods such as denoising and blind source separation . The 10 and an AOA . Signal processing platform 26 also includes an 
embodiments described herein also facilitate high perfor - analog - to - digital converter configured to generate at least 
mance deinterleaving of signal parameter vectors containing one signal parameter vector containing at least one of the 
new characteristics such as additional information . The aforementioned characteristics of first signal 18 and second 
embodiments described herein further enable efficient gen - signal 20 as digital data to be processed using a computer 
eration of useful deinterleaving information of signal param - 15 based method on electronic hardware running software 
eter vectors during post - processing without requiring highly executed from a non - transient computer - readable storage 
sophisticated , complex , and expensive processor architec - media . 
tures . The systems and methods for adding functional grid In operation , in an exemplary embodiment , signal pro 
elements to stochastic sparse tree grids for spatial filtering cessing platform 26 provides spatial and identification infor 
described herein also facilitate high performance post - pro - 20 mation about each signal emitter 2 of the plurality of signal 
cessing of both standard and new signal parameter vector emitters 2 located on ground surface 4 in a surveillable area 
data using a single platform employing a standard processor . 30 of antenna 28 on aerial surveillance platform 6 . Signal 
The embodiments described herein further provide imple data processing methods implemented by signal processing 
mentation in a single platform architecture which produces platform 26 including , without limitation , computer - based 
only angle of arrival ( AOA ) spatial information , rather than 25 methods , generate further data in substantially real - time , 
a more exact spatial location . The systems and methods for facilitating substantially real - time determinations of charac 
adding functional grid elements to stochastic sparse tree teristics of each signal emitter 2 of the plurality of signal 
grids for spatial filtering described herein also facilitate emitters 2 . Characteristics of signal emitters 2 determined by 
combining non - standard signal parameters having widely signal data processing methods implemented by signal pro 
varying accuracies and employing moving emitter platform 30 cessing platform 26 include , without limitation , an authori 
spatial signal parameters as part of deinterleaving . The zation of a particular signal emitter 2 to operate in the 
embodiments described herein also enable use of AOA - surveillable area 30 , whether a particular signal emitter 2 is 
containing signal parameter vector data to generate accurate moving or stationary , and a level of threat ( e . g . , identifica 
results from stochastic histogram methods using standard tion , friend or foe — IFF ) that a particular signal emitter 2 
processors in less time relative to known spatial filtering 35 poses to at least one of aerial surveillance platform 6 , other 
systems and methods . signal emitters 2 in the surveillable area 30 , and any other 

FIG . 1 is a schematic diagram of an exemplary physical persons and property ( not shown ) in at least one of sur 
environment 1 having a plurality of signal emitters 2 resid veillable area 30 and sky 16 . 
ing on a two - dimensional ground surface 4 surveilled by a Also , in operation in an exemplary embodiment , charac 
wide - area sensor - based aerial surveillance platform 6 40 teristics of signal emitters 2 determined by signal data 
including , without limitation , an aircraft 7 . In an exemplary processing methods implemented by signal processing plat 
embodiment , a first ground - based signal emitter 8 is station form 26 also cause a variety of substantially real - time 
ary and a second ground - based signal emitter 10 is mobile physical actions in physical devices and systems in at least 
( e . g . , through wheels 12 ) . Both of first ground - based signal one of electrical communication and data communication 
emitter 8 and second ground - based signal emitter 10 include 45 with signal processing platform 26 . For example , character 
a transceiver 14 configured to transmit an electromagnetic istics of signal emitters 2 determined by signal data pro 
signal including , without limitation , a radar signal pulse , cessing methods implemented by signal processing platform 
into a three - dimensional space including , without limitation , 26 are displayed on at least one of a human machine 
a sky 16 . Transceiver 14 is also configured to detect aerial interface ( HMI ) and a display , including , without limitation , 
surveillance platform 6 through a reflection of at least one of 50 as a map having a grid representative of a two - dimensional 
a first signal 18 and a second signal 20 from aerial surveil physical spatial domain including the surveillable area 30 , 
lance platform 6 . Characteristics of aerial surveillance plat - where locations and identities of at least one of first ground 
form 6 detectable by first ground - based signal emitter 8 and based signal emitter 8 and second ground - based signal 
second ground - based signal emitter 10 include , without emitter 10 are plotted substantially in real - time at their 
limitation , spatial ( e . g . , locational ) information of aerial 55 respective grid coordinates . Also , for example , characteris 
surveillance platform 6 in sky 16 discerned from a first tics of signal emitters 2 determined by signal data processing 
reflected signal 22 and a second reflected signal 24 , respec - methods implemented by signal processing platform 26 are 
tively , received by transceiver 14 . Spatial information transmitted in substantially real - time as data to actuator 
includes , without limitation , a distance ( e . g . , range ) of aerial controllers in aerial surveillance platform 6 ( e . g . , rudders 
surveillance platform 6 from transceiver 14 , an azimuth 60 and flaps of aircraft 7 ) to facilitate evasive maneuvers 
from transceiver 14 , an elevation relative to transceiver 14 , thereof ( e . g . , by an autopilot function of aircraft 7 , including 
and a velocity of aerial surveillance platform 6 . where aircraft 7 is a drone ) to avoid an area of operation of 

Also , in an exemplary embodiment , aerial surveillance a particular signal emitter 2 determined to be a threat . 
platform 6 includes a signal processing platform 26 includ - As a further example , characteristics of signal emitters 2 
ing a receiving antenna 28 . Antenna 28 is configured to 65 determined by signal data processing methods implemented 
receive at least one of first signal 18 and second signal 20 by signal processing platform 26 are transmitted in substan 
from transceiver 14 . Antenna 28 is also configured to tially real - time as data as a warning signal to a particular 
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signal emitter 2 operating in the surveillable area 30 without ured to generate at least one signal parameter vector con 
authorization . In addition to the warning signal , character taining at least one of the aforementioned characteristics of 
istics of signal emitters 2 determined by signal data pro first signal 18 and second signal 20 as digital data to be 
cessing methods implemented by signal processing platform processed using a computer - based method on electronic 
26 are transmitted in substantially real - time as data as an 5 hardware running software executed from a non - transient 
alert signal to an associated mobile device 31 operating in computer - readable storage media . 
the vicinity of a particular unauthorized and / or threatening In operation , in an alternative embodiment , signal pro 
signal emitter 2 . For example , alert signal is transmitted to cessing platform 26 provides spatial and identification infor 
at least one of a police and a military unit , including at least mation about each signal emitter 2 of the plurality of signal 
one of a robotic and autonomous unit ( e . g . , drone ) having 10 emitters 2 located in airspace 33 in a surveillable space 44 
actuator controllers enabled to receive the data and actuate ( e . g . , sky 16 ) of antenna 28 on ground - based surveillance 
directed movement toward the particular unauthorized and / platform 34 . In other embodiments , not shown , surveillable 
or threatening signal emitter 2 ( e . g . , to neutralize the par - space 44 is a surveillable volume of water ( e . g . under the 
ticular unauthorized and / or threatening signal emitter 2 ) . surface of a body of water ) . In still other embodiments , not 
Also , for example , characteristics of signal emitters 2 deter - 15 shown , surveillable space 44 is a surveillable region of outer 
mined by signal data processing methods implemented by space . Signal data processing methods implemented by 
signal processing platform 26 are transmitted in substan - signal processing platform 26 including , without limitation , 
tially real - time as data as a control signal to at least one of computer - based methods , generate further data in substan 
an electronic support measure ( ESM ) and an electronic tially real - time , facilitating substantially real - time determi 
warfare ( EW ) system positioned at least one of proximate 20 nations of characteristics of each signal emitter 2 of the 
antenna 28 and distal aerial surveillance platform 6 to direct , plurality of signal emitters 2 . Characteristics of signal emit 
for example , a jamming signal ( not shown ) at a particular ters 2 determined by signal data processing methods imple 
signal emitter 2 operating in the surveillable area 30 without mented by signal processing platform 26 include , without 
authorization . limitation , an authorization of a particular signal emitter 2 to 

FIG . 2 is a schematic diagram of an alternative physical 25 operate in the surveillable space 44 , whether a particular 
environment 32 having a plurality of signal emitters 2 signal emitter 2 is traveling at a supersonic velocity of not , 
residing in a three - dimensional airspace 33 surveilled by a and a level of threat that a particular signal emitter 2 poses 
ground - based wide - area sensor surveillance platform 34 to at least one of ground - based surveillance platform 34 , 
including , without limitation , a mobile surveillance platform other signal emitters 2 in the surveillable space 44 of 
( e . g . , having wheels 12 ) . In an alternative embodiment , a 30 airspace 33 , and any other persons and property ( not shown ) 
first aerial signal emitter 36 is coupled to aircraft 7 and a in at least one of the surveillable space 44 and the entire 
second aerial signal emitter 38 is embodied in a drone 40 . airspace 33 . 
Both of first aerial signal emitter 36 and second aerial signal Also , in operation in an alternative embodiment , charac 
emitter 38 include transceiver 14 configured to transmit a teristics of signal emitters 2 determined by signal data 
signal to at least one of airspace 33 and ground surface 4 . 35 processing methods implemented by signal processing plat 
Transceiver 14 is also configured to detect ground - based form 26 also cause a variety of substantially real - time 
surveillance platform 34 , an associated ground - based device physical actions in physical devices and systems in at least 
42 , as well as other aerial objects ( not shown ) through a one of electrical communication and data communication 
reflection of at least one of first signal 18 and second signal with signal processing platform 26 . For example , character 
20 , as shown and described above with reference to FIG . 1 . 40 istics of signal emitters 2 determined by signal data pro 
Characteristics of ground - based surveillance platform 34 cessing methods implemented by signal processing platform 
detectable by first aerial signal emitter 36 and second aerial 26 are displayed on at least one of an HMI and a display , 
signal emitter 38 include , without limitation , spatial infor - including , without limitation , as a map having a grid rep 
mation of ground - based surveillance platform 34 on ground resentative of a three - dimensional physical spatial domain 
surface 4 discerned from a first reflected signal 22 and a 45 including the surveillable space 44 , where locations and 
second reflected signal 24 , respectively , received by trans - identities of at least one of first aerial signal emitter 36 and 
ceiver 14 . Spatial information includes , without limitation , a second aerial signal emitter 38 are plotted substantially in 
distance ( e . g . , range ) of ground - based surveillance platform real - time at their respective grid coordinates . Also , for 
34 from transceiver 14 , an azimuth from transceiver 14 , an example , characteristics of signal emitters 2 determined by 
elevation relative to transceiver 14 , and a velocity of ground - 50 signal data processing methods implemented by signal pro 
based surveillance platform 34 ( e . g . , where ground - based cessing platform 26 are transmitted in substantially real - time 
surveillance platform 34 is mobile ) . as data to actuator controllers in mobile embodiments of at 

Also , in an alternative embodiment , ground - based sur - least one of ground - based surveillance platform 34 and 
veillance platform 34 includes signal processing platform 26 associated ground - based device 42 ( e . g . , steering and drive 
including antenna 28 configured to receive at least one of 55 train of a vehicle ) to facilitate evasive maneuvers thereof 
first signal 18 and second signal 20 from transceiver 14 . ( e . g . , by at least one of manual , autonomous , and robotic 
Antenna 28 is also configured to transmit at least one of first functionality ) to avoid an area of operation on ground 
signal 18 and second signal 20 to signal processing platform surface 4 of a particular signal emitter 2 determined to be a 
26 . Antenna 28 and signal processing platform 26 include threat . 
analog and digital electronic circuit components ( not shown ) 60 As a further example , characteristics of signal emitters 2 
configured to at least one of detect , process , quantify , store , determined by signal data processing methods implemented 
and display various characteristics of first signal 18 and by signal processing platform 26 are transmitted in substan 
second signal 20 . Characteristics of first signal 18 and tially real - time as data as a warning signal to a particular 
second signal 20 include , without limitation , frequency , time signal emitter 2 operating in the surveillable space 44 
of arrival , time of departure , pulse width , pulse amplitude , 65 without authorization . In addition to the warning signal , 
pulse repetition interval , and AOA . Signal processing plat characteristics of signal emitters 2 determined by signal data 
form 26 also includes an analog - to - digital converter config processing methods implemented by signal processing plat 
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form 26 are transmitted in substantially real - time as data as In the exemplary embodiment , pre - processor 104 includes 
an alert signal to associated ground - based device 42 oper one or more signal denoising modules 118 , and a plurality of 
ating in the vicinity of a particular unauthorized and / or blind source separation ( BSS ) modules 120 . Each BSS 
threatening signal emitter 2 . For example , alert signal is module 120 is coupled to a single signal denoising module 
transmitted to at least one of a police and military unit , 5 118 , and represents one BSS channel 200 . A total number of 
including at least one of a robotic and autonomous unit ( e . g . , BSS channels 200 in signal processing system 100 is 
drone ) having actuator controllers enabled to receive the expressed as K . Signal denoising module 118 transmits a 
data and actuate directed movement toward the particular denoised signal 124 and a state energy signal 126 to each 
unauthorized and / or threatening signal emitter 2 ( e . g . , to respective BSS module 120 ( e . g . , 120a , 120b , . . . , 120K ) 
neutralize the particular unauthorized and / or threatening 10 of the plurality of BSS modules 120 . State energy signal 126 

represents a quantity ( e . g . , an analog voltage level ) that is signal emitter 2 ) . Also , for example , characteristics of signal proportional to an amplitude of incoming signal 113 at emitters 2 determined by signal data processing methods particular sampled time points ( e . g . , states ) . implemented by signal processing platform 26 are transmit In operation , incoming signal 113 is transmitted from ted in substantially real - time as data as a control signal to at 15 pre - conditioner 108 to signal denoising module 118 where least one of an ESM and an EW system positioned at least incoming signal 113 undergoes signal denoising and is 
one of proximate antenna 28 and distal ground - based sur subsequently transmitted as denoised signal 124 to the each 
veillance platform 34 to direct , for example , a jamming BSS module 120 . For example , first signal 18 is initially 
signal ( not shown ) at a particular signal emitter 2 operating received at sensor 103 as a pulse having signal characteris 
in the surveillable space 44 without authorization . 20 tics including , without limitation , a frequency and a band 

FIG . 3 is a schematic diagram of an exemplary signal width . In this example , a single pulse of first signal 18 , after 
processing system 100 that may be used with the surveil - processing by pre - conditioner 108 , is then received at signal 
lance platforms ( e . g . , aerial surveillance platform 6 and / or d enoising module 118 as a mixed signal ( e . g . , the incoming 
ground - based surveillance platform 34 ) shown in FIGS . 1 signal 113 represents a signal pulse of the first signal 18 and 
and 2 , respectively . In an exemplary implementation , signal 25 has various characteristics including , without limitation , 
processing system 100 generates pulse descriptor word noise and information other than the desired information of 
( PDW ) vectors 138 using blind source separation ( BSS ) of interest ) . Signal denoising module 118 denoises the mixed 
received signals derived from , for example , and without incoming signal 113 prior to transmitting denoised signal 
limitation , radar signals . More generally , in other implemen - 124 having a frequency and a bandwidth ( or a regular pattern 
tations , signal processing system 100 enables generating 30 of frequencies and bandwidths ) to the BSS modules 120 . 
signal parameter vectors ( e . g . , a signal parameter vector Methods implemented by signal processing system 100 are 
138 ) other than PDW vectors in a substantially similar performed in substantially real - time by the devices and 
manner as described herein . Also known as blind signal systems described above . 
separation , BSS is used to separate ( e . g . , filter ) one or more Further , in the exemplary embodiment , pre - processor 104 
source signals of interest from a plurality of mixed signals . 35 includes one or more PDW generation modules 128 coupled 
In applications including , without limitation , an underdeter - to each BSS module 120 , and a pulse denoising module 130 
mined case ( e . g . , fewer observed signals than signal coupled to each BSS module 120 . PDW generation module 
sources ) , BSS facilitates separating and identifying pure 128 generates PDW parameter vector 138 based on blind 
signals of interest from an arbitrary set of time - varying source separated signals 129 received from each BSS mod 
signals ( e . g . , radar pulses from one or more signal emitters ) 40 ule 120 . Each PDW parameter vector 138 contains data 
without relying on substantial amounts of known informa - representative of characteristics of interest of one of signals 
tion about the signal emitters , signals of interest , or the 18 and 20 derived from a singular pulse of blind source 
signal mixing process . separated signal 129 ( e . g . , frequency , bandwidth , time of 

In the exemplary embodiment , signal processing system arrival , time of departure , pulse width , pulse amplitude , 
100 includes a signal data processor 101 communicatively 45 pulse repetition interval , and / or AOA ) . Pulse denoising 
coupled to antenna 28 . Antenna 28 , in the exemplary module 130 also generates an unknown signal state space 
embodiment , is a wide - area sensor 103 . Signal data proces - representation signal 139 based on blind source separated 
sor 101 includes a pre - processor 104 and a post - processor signals 129 . Unknown signal state space representation 
105 . Sensor 103 is configured to receive signals from , for signal 139 contains data representative of additional ( e . g . , 
example , and without limitation , first 36 and second 38 50 non - PDW - type ) characteristics of interest of one of signals 
aerial signal emitters . Although two signal emitters 36 and 18 and 20 from which usable spatial information about one 
38 are shown in FIG . 3 , those of skill in the art will of signal emitters 36 and 38 is discernable . PDW parameter 
appreciate that sensor 103 may receive signals from any vectors 138 and unknown signal state space representation 
number of signal emitters 36 and 38 . signals 139 are transmitted to post - processor 105 . Signal 

Sensor 103 is communicatively coupled to pre - processor 55 denoising module 118 , PDW generation module 128 , and 
104 through a pre - conditioner 108 . In the exemplary pulse denoising module 130 include suitable signal filtering , 
embodiment , pre - conditioner 108 includes a low noise signal amplification , signal modulation , signal separation , 
amplifier 109 , a band pass filter 110 , and a wideband signal conditioning , and / or ADC circuitry implemented 
analog - to - digital converter ( ADC ) 111 . In operation , pre - using analog and / or digital electronic circuit components . 
conditioner 108 is configured to convert a sensor output 60 Also , in the exemplary embodiment , each BSS module 120 
signal 112 received from sensor 103 into an incoming signal transmits a respective blind source separated signal 129 
113 transmitted to pre - processor 104 . Each incoming signal ( e . g . , 129a , 129b , . . . , 129K ) to PDW generation module 
113 is derived from a time - varying signal received at sensor 128 and to pulse denoising module 130 . 
103 . Time - varying signal may include a mix of signals Post - processor 105 includes a computing device 132 that 
received from signal emitters 36 and 38 . For example , 65 includes a memory 134 . As described above , PDW genera 
time - varying signals may include first signal 18 and second tion module 128 receives blind source separated signals 129 
signal 20 . from each respective BSS module 120 . PDW generation 
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module 128 then utilizes the blind source separated signals recording of information about signals 18 and 20 by a user 
129 to generate a PDW parameter vector 138 , which is of signal processing system 100 . HMI is , for example , a 
subsequently transmitted to post - processor 105 . PDW display 144 which receives data output signal 142 from 
parameter vector 138 is received by computing device 132 post - processor 105 . In one example , characteristics ( e . g . , 
and stored as non - transient computer - readable data in 5 location characteristics such as grid coordinates in a physical 
memory 134 including , without limitation , as at least one spatial domain , e . g . , two - dimensional ground surface 4 ) 
buffered data set . Pulse denoising module 130 is also con - representing a physical location of signal emitters 36 and 38 , 
figured to receive blind source separated signals 129 from as determined by signal processing system 100 , are dis 
each respective BSS module 120 . Pulse denoising module played on display 144 , and are updated in substantially in 
130 is further configured to utilize the blind source separated 10 real time . Data output signal 142 is also transmitted from 
signals 129 to generate the unknown signal state space post - processor 105 to at least one device and / or system ( e . g . , 
representation signal 139 , which is subsequently transmitted a vehicle 146 ) associated with signal processing system 100 . 
to post - processor 105 . Unknown signal state space repre - Further , computing device 132 enables post - processor 105 
sentation signal 139 is received by computing device 132 to transmit , in substantially real - time , an actuator control 
and stored as non - transient computer - readable data in 15 signal 148 to an actuator controller 150 included within 
memory 134 including , without limitation , as at least one vehicle 146 to facilitate controlling vehicle 146 . For 
buffered data set . In the exemplary embodiment , computing example , vehicle 146 may be a remotely and / or autono 
device 132 fetches buffered data sets from memory 134 for m ously operated land vehicle and / or an unmanned aerial 
processing using a computer - based method employing an vehicle ( UAV , e . g . , drone 40 ) . 
operating system running software executed from instruc - 20 In one mode of operation , at least one of frequency and 
tion set data also stored in a non - transient memory 134 ( e . g . , bandwidth information contained in respective PDW param 
from one or more non - transient computer - readable storage eter vectors 138 is displayed on display 144 along with 
media ) . locations of respective signal emitters 36 and 38 to facilitate 

Computing device 132 implements a computer - based accurate tracking of locations and association with particular 
method ( e . g . , from software instructions stored in memory 25 signal emitters 36 and 38 . In cases where at least one signal 
134 ) to carry out operations based on data contained in at emitter 36 and 38 is mobile , display 144 is automatically 
least one of PDW parameter vector 138 and unknown signal updated in substantially real - time to show the location 
state space representation signal 139 . Such operations information of at least one respective mobile signal emitter 
include , without limitation , detecting , processing , quantify - 36 and 38 . Further , computing device 132 also determines at 
ing , storing , and displaying ( e . g . , in human readable data 30 least one of a velocity , an acceleration , a trajectory , and a 
form ) various characteristics of at least one signal ( e . g . , track ( e . g . , including present and prior locations ) of the at 
signals 18 and 20 represented as data in at least one of PDW least one respective mobile signal emitter 36 and 38 . In 
parameter vector 138 and unknown signal state space rep - another mode of operation , characteristics determined by 
resentation signal 139 . For example , PDW parameter vector signal data processor 101 also trigger a variety of substan 
138 generated by PDW generation module 128 contains a 35 tially real time physical actions in physical devices and 
plurality of PDW vector data blocks structured in a vector systems in communication with signal processing system 
form , where each PDW vector data block contains one 100 . For example , characteristics of signal emitters 36 and 
parameter of first signal 18 . Parameters ( e . g . , representative 38 , including frequency and bandwidth determined by signal 
of at least one characteristic of first signal 18 ) include , processing system 100 , are transmitted in substantially real 
without limitation , frequency , bandwidth , time of arrival , 40 time as data to actuator controller 150 in vehicle 146 ( e . g . , 
time of departure , pulse width , pulse amplitude , pulse rep - to control rudders and flaps of a UAV ) . If signal emitters 36 
etition interval , and / or AOA . Computing device 132 reads and 38 are unauthorized ( e . g . , hostile , previously unde 
PDW parameter vector 138 and carries out at least one of the tected , etc . ) signal emitters determined to be a threat , actua 
aforementioned operations on at least one PDW vector data tor controller 150 maneuvers vehicle 146 to avoid an area of 
block of the plurality of PDW vector data blocks . Also , in 45 operation of signal emitters 36 and 38 or engages signal 
the exemplary embodiment , computing device 132 reads emitters 36 and 38 . As a further example , characteristics of 
and separates ( e . g . , deinterleaves ) PDW parameter vector signal emitters 36 and 38 determined by signal data pro 
138 into its constituent PDW vector data blocks , and stores cessing methods described herein are transmitted in sub 
fewer PDW vector data blocks in memory 134 than the total stantially real - time in a control signal to at least one of an 
number of PDW vector data blocks contained in PDW 50 electronic support measure ( ESM ) device and an electronic 
parameter vector 138 . Deinterleaving of PDW parameter warfare ( EW ) system associated with signal processing 
vector 138 enables determining characteristics of interest of system 100 to direct , for example , a jamming signal at signal 
signals 18 and / or 20 by computing device 132 to , for emitters 36 and 38 operating in the surveillable environment 
example , and without limitation , accurately determine and of sensor 103 without authorization . 
track spatial information for signal emitters 36 and / or 38 . In 55 In operation , each BSS module 120 of the plurality of 
other implementations , computing device 132 reads and BSS modules 120 in signal processing system 100 imple 
separates all PDW vector data blocks from one another and ments filtering methods with dynamic updating to enable 
stores all data contained therein in memory 134 . Computing generating high quality PDWs containing at least one of 
device 132 performs the aforementioned operations substan - frequency , center frequency , bandwidth , pulse time , and 
tially simultaneously ( e . g . , in real - time ) upon receipt of 60 pulse width information . Such improved accuracy and reso 
signals 18 and 20 by sensor 103 . lution of PDWs to track , for example , frequency and band 

Resultant data from operations performed by computing width of signals of interest facilitates identifying , determin 
device 132 are stored in memory 134 . Further , in the ing , and / or analyzing signal emitters 36 and 38 from which 
exemplary embodiment , computing device 132 causes post - associated signals are emitted . For example , information 
processor 105 to transmit a data output signal 142 to an HMI 65 including , without limitation , information derived from 
to facilitate at least one of an interaction , a modification , a PDWs from signal emitters 36 and 38 is displayed on display 
visualization , at least one further operation , and a viewable 144 after being transmitted thereto by post - processor 105 as 
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data output signal 142 , as described above . This improved puting device 132 continually checks whether or not at least 
information enables signal processing system 100 to distin one of signal parameter vector 138 data and unknown signal 
guish first aerial signal emitter 36 from second aerial signal state space representation signal 139 data is received by 
emitter 38 . Also , for example , different signal emitters 36 post - processor 105 from pre - processor 104 . If at least one of 
and 38 in a surveilled environment of sensor 103 are plotted 5 signal parameter vector 138 data and unknown signal state 
at respective locations ( e . g . , grid coordinates ) on display 144 space representation signal 139 data is not received by 
( e . g . , as a map ) . post - processor 105 , shadow hash key routine 408 loops back 

Also , in operation , the plurality of BSS modules 120 and performs first subroutine 412 again . 
separate a plurality of denoised signals 124 . Each BSS If , during first subroutine 412 , computing device 132 
module 120 contains a plurality of tunable filters ( not 10 determines that at least one of signal parameter vector 138 
shown ) , where each filter operates based on filter parameters data and unknown signal state space representation signal 
including , without limitation , a center frequency and a 139 data is received by post - processor 105 from pre - pro 
bandwidth . Further , in the exemplary embodiment , pre - cessor 104 , shadow hash key routine 408 proceeds to a 
processor 104 includes a BSS control module 196 , which second subroutine 414 . During second subroutine 414 , com 
facilitates controlling each respective BSS module 120 of 15 puting device 132 , in conjunction with memory 134 , 
the plurality of BSS modules 120 . BSS control module 196 executes software instructions to at least one of read ( e . g . , 
receives respective BSS data signals 197 ( e . g . , 197a , get ) , insert ( e . g . , write ) , and delete spatially - defined data 
1976 , . . . , 197K ) containing BSS - related information obtained using sensor 103 . Also , during second subroutine 
including , without limitation , frequency , bandwidth , and 414 executes a first shadow hash key function defined as : 
state , from each BSS module 120 of the plurality of BSS 20 
modules 120 . Based on the BSS - related information con H ( k ) = Level 1 hash 
tained in BSS data signals 197 , BSS control module 196 also where H , ( k ) is a hash function for mapping keys to elements 
generates and transmits respective BSS control signals 198 407 in sparse array 402 , and k is the subaddress of at least 
( e . g . , 198a , 1986 , . . . , 198K ) back to each respective BSS one spatially - defined data record in sparse array 402 ( e . g . , 
module 120 to control , for example and without limitation , 25 element 407 in sparse array 402 at which the at least one 
a timing of receipt of denoised signal 124 and transmission spatially - defined data record is stored in memory 134 ) . Key 
of respective blind source separated signals 129 to at least k , therefore , corresponds to the subregion of the surveilled 
one of PDW generation module 128 and pulse denoising physical spatial domain at a given point in time . In the case 
module 130 . Information contained in BSS data signals 197 of sparse array 402 representative of a two - dimensional 
and BSS control signals 198 is used by BSS control module 30 surveillable area 30 , key k is determined as follows : 
196 to facilitate implementation of a feedback control loop . 

FIG . 4 is a schematic diagram of an exemplary process k? = * * c1 + y1 
400 for deinterleaving signal parameter vector 138 data that where ki is the key , c , is a constant ( e . g . , determined by 
may be used with signal processing system 100 shown in computing device 132 ) , and xy and y , define the index into 
FIG . 3 . In an exemplary embodiment , at least one array data 35 sparse array 402 having the subaddress of the respective 
structure 401 is stored at at least one address in memory 134 element 407 ( e . g . , corresponding to a latitude and a longi 
( not shown ) . Array data structure 401 includes a plurality of tude in the physical spatial domain ) . 
arrays including a sparse ( e . g . , coarse ) array ( e . g . , grid Further , in an exemplary embodiment , shadow hash key 
denoted “ Level 1 ” ) 402 , a medium array 404 ( “ Level 2 " ) , routine 408 is executed in conjunction with storing at least 
and a fine array 406 ( “ Level 3 ” ) . Each array of the plurality 40 one of signal parameter vector 138 data and unknown signal 
of arrays includes a plurality of elements ( e . g . , grid coordi - state space representation signal 139 data in memory 134 at 
nates ) 407 which are subaddressed from the address of array a respective element 407 in sparse array 402 corresponding 
data structure 401 in memory 134 . Sparse array 402 contains to a subregion in the physical spatial domain . During second 
a lesser number of elements 407 than medium array 404 , and subroutine 414 , computing device 132 checks whether or 
fine array 406 contains a greater number of elements 407 45 not a key ky is found by H ( k ) hash function . If key ki is not 
than medium array 404 . Further , elements 407 of sparse found , computing device 132 executes a second shadow 
array 402 , medium array 404 , and fine array 406 represent hash key function , H2 ( k ) = Level 2 hash , substantially similar 
successively finer representations of substantially equal to the first shadow hash key function , but performed on 
sized subregions of a physical spatial domain ( e . g . , at least medium array 404 rather than sparse array 402 . If key k , is 
one of surveillable area 30 and surveillable space 44 ) . At any 50 found , computing device 132 determines whether or not the 
given time , a collection of elements 407 represents , at any spatially - defined data of interest is present in sparse array 
point in time , at least one of an area and a volumetric space 402 . If the spatially - defined data of interest is not stored in 
of surveillable area 30 and surveillable space 44 , respec - sparse array 402 , computing device 132 then determines 
tively . In the case of a mobile signal data processing whether a pointer to an address in medium array 404 is 
platform 26 ( not shown ) having signal processing system 55 present and , if so , second subroutine 414 is directed there . In 
100 , the collection of elements 407 represents , over succes - the event the spatially - defined data is not stored in medium 
sive points ( e . g . , frames ) in time , a varying , rather than array 404 , but rather medium array 404 contains a pointer to 
substantially constant , area and volumetric space of sur - an address in fine array 406 , second subroutine 414 is 
veillable area 30 and surveillable space 44 , respectively . similarly directed there . Second subroutine 414 continues in 

Also , in an exemplary embodiment , a shadow hash key 60 this manner until computing device 132 finds the desired 
routine 408 is stored as software instructions in memory 134 data value or values of interest , or it is determined that the 
and is executed by computing device 132 ( not shown ) in a value or values are not stored in memory 134 . 
computer - based method . Shadow hash key routine 408 is As further shown and described below with reference to 
run on computing device 132 upon a user - initiated start state FIGS . 5 - 6 , with each successive signal received , vectorized , 
410 including , without limitation , at least one of powering 65 and deinterleaved by signal processing system 100 over 
on and waking up signal processing system 100 . Start state time , a plurality of elements 407 of array data structure 401 
410 proceeds to a first subroutine 412 during which com - will have stored in them a plurality of signal data blocks with 
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associated spatially - defined data values . The associated spa - regions and their intersections . Widely different error mag 
tially - defined data values are derived from , and represent nitudes in the spatial information from at least one sensor 
spatial characteristics of at least one signal emitter 2 physi - 103 means these different regions are of both very large size 
cal spatial environment ( e . g . , at least one surveillable area 30 and very small size , such that processing them together with 
and surveillable space 44 ) . Computing device 132 also 5 standard grids ( e . g . , fine array 406 , which is only efficiently 
executes shadow hash key routine 408 to generate and store processed with computing device 132 in cases of sparse 
in memory 134 at least one elliptical error region probability spatial data within small areas or regions of surveilled 
object 416 representative of spatial information having physical spatial environment ) requires new efficient meth 
widely varying error magnitudes and stored in a plurality of odologies . Process 400 and shadow hash key routine 408 
elements 407 in more than one of sparse array 402 , medium 10 enables this joint processing to be done efficiently and 
array 404 , and fine array 406 . In an exemplary embodiment , accurately based on a gridding methodology that can include 
process 400 includes a first elliptical error region probability objects such as ellipsoids and half spaces of up to M 
object 418 and a second elliptical error region probability dimensions , where M is the number of vector input param 
object 420 . Shadow hash key routine 408 also facilitates eters present in signal parameter vector 138 ( for example ) , 
combining spatial data values including , without limitation , 15 or of two dimensions in the case of typical electro - optic / 
non - sparse spatial objects , of varying sparseness amongst at infrared - type sensors 103 , or of three dimensions in the case 
least two of sparse array 402 , medium array 404 , and fine of certain Laser / Light Detection and Ranging ( LADAR / 
array 406 into at least one elliptical error region probability LIDAR ) - based surveillance platform systems . 
object 416 that is operable on by computing device 132 Sensor fusion involving communicatively cooperating 
within a stochastic sparse tree grid including array data 20 multiple types of sensors 103 , in an exemplary embodiment , 
structure 401 , for example as described in U . S . Pat . No . includes a plurality of different possible processing dimen 
8 , 805 , 858 , titled “ Methods and systems for spatial filtering sions . In general , however , the vector size of the input for the 
using a stochastic sparse tree grid ” and incorporated by tree grid used in process 400 is denoted below as M , 
reference herein in its entirety . Therefore , elliptical error assuming that the vector of inputs are considered as random 
region probability object 416 enables representation of spa - 25 variables and have associated standard deviations . When the 
tial data initially acquired and further derived from at least tree grid of process 400 and shadow hash key routine 408 is 
one sensor 103 in a single and memory - and computation - used in this manner with implied or measured errors in an 
ally - efficient representation . Further , in an exemplary entire set of parameters , the regions can become so large as 
embodiment , shadow hash key routine 408 thus provides an to be computationally - and memory - inefficient if imple 
efficient lookup method using shadow hash keys , and it 30 mented using sparse techniques described in U . S . Pat . No . 
operates within array data structure 401 using individual 8 , 805 , 858 , supra . Process 400 thus facilitates an improved 
elements 407 and elliptical error region probability object method to store and lookup efficiently both sparse grid 
416 to store , organize , select , and analyze spatial signal data elements 407 and non - sparse elliptical error region prob 
of interest and to read , write , and delete that data in an ability objects 416 , all within a stochastic tree grid as 
operationally - , computationally - , and memory - efficient 35 disclosed previously in U . S . Pat . No . 8 , 805 , 858 , supra . Basic 
manner . objects being added to the stochastic tree grid in process 400 

In the context of U . S . Pat . No . 8 , 805 , 858 , supra , process are defined as follows : 
400 and shadow hash key routine 408 facilitate use of signal An ellipsoid E ( u , Q ) in R ” with center mu ( u ) and shape 
denoising module 118 and the at least one blind source matrix Q is the set : 
separation module 120 ( referred to above as an “ EW front - 40 
end ” of signal processing system 100 , not shown ) . Also , in E ( 1 , 2 ) = { XER " | ( x – u ) ? Q = " ( x – M ) s1 } 
other embodiments , not shown , process 400 and shadow where a half space ( e . g . , a half plane in two dimensions ) can 
hash key routine 408 facilitate sharing of spatial information be treated as an unbounded ellipsoid ( e . g . , an ellipsoid with 
between cooperating sensor 103 - containing surveillance the shape matrix where all but one of its eigenvalues are 
platforms ( e . g . , including at least one of one or more aerial 45 infinite ) . 
surveillance platforms 6 and / or one or more ground - based Also , in operation , computing device 132 uses the above 
surveillance platforms 34 ) configured to share their infor described representation of ellipsoid E ( u , Q ) in a projective 
mation , and employing widely varying types of sensors 103 form for efficiency in computation and memory usage . Thus , 
types , sensors 103 requiring fusion of results , and / or any ( M + 2 ) ( M + 1 ) unique coefficients for a general ellipsoid of 
other sensor 103 front - end that produces sensor data with 50 dimension M is defined by : 
widely differing error magnitudes for the sensor - derived 
spatial information produced . The addition of process 400 E \ u , Q ) = { XER " | ( x , 1 ) + Q + 1 ( x , 1 ) s0 } 
and shadow hash key routine 408 to the methods and where Q ' is an enlarged shape matrix . This ellipsoid also has 
systems for spatial filtering using a stochastic sparse tree an associated probability density function ( PDF ) defined as : 
grid described in U . S . Pat . No . 8 , 805 , 858 , supra , enables 55 
shadow hash keys to look up ellipsoidal regions in addition 
to typical grid elements 407 for the purpose of getting , PDF , 0 ( X1 . . . XM ) = 
inserting and deleting spatially - defined sensor information 
in stochastic tree grids . 

In operation , in an exemplary embodiment , ellipsoidal 60 
regions including , without limitation , elliptical error region for all x E E 
probability objects 416 are meant in a general sense and 
include intersections of ellipsoidal regions as well as angular 
regions defined by intersections of half plane regions , for Further , in operation , an exemplary use case of process 
example . A half plane can be considered a degenerate ellipse 65 400 employs at least one elliptical error region probability 
for algorithmic purposes and , therefore , ellipsoidal regions object 416 with shadow hash key routine 408 on spatially 
and their intersections refer to generalized ellipsoidal defined data derived from at least one sensor 103 . By 
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operating at a 3 - sigma ( 30 ) level for example , the support of a single hash is relatively constant across the entire array , 
a trimmed normal ( e . g . , Gaussian ) PDF of an error directly thereby increasing the linear search time to unacceptably 
corresponds to an ellipsoid . Hence , the ellipsoidal shape high levels as more data values and / or objects are added to 
directly maps to the PDF that has this shape as its support . array data structure 401 . 
The intersection of two half planes represents a wedge that 5 Moreover , in operation , when the only spatial information 
corresponds to a two dimensional angular area out to infin - comes from AOA of signal emitter 2 pulses from the very 
ity , which , in an exemplary embodiment , further represents large surveilled environment , the associated error is large 
an angle - only sensor 103 provided AOA spatial information and therefore the number of occupied histograms will be 
A distance along a center line parameterizes a one dimen - large when spreading using stochastic techniques . Process 
sional ( 1D ) Gaussian PDF with an increasing width . By 10 400 and shadow has key routine thus improves computation 
combining this with an intersection of a circle of a given and memory usage efficiency to record occupancy of the 
radius ( a special type of ellipse ) , an angular region is thus plurality of histograms by reducing the number of grid 
determined defined out to a maximum distance for at least elements 407 needed overall in array data structure 401 by 
one sensor 103 a known maximum sensitivity and / or sur - creating sparsity through multiple levels ( e . g . , at least two of 
veilling physical spatial environments of interest of a pre - 15 sparse array 402 , medium array 404 , and fine array 406 ) of 
defined maximum size . The intersection of four half planes the tree grid . Adding shadow hash key routine 408 to this 
in three - dimensional ( 3D ) space with each pair orthogonal to multi - level and multi - resolution grid approach improves 
the other pair allows a rectangular wedge representing an performance of spatial filtering further by enabling comput 
angle in space out to infinity and distance along center line ing device 132 to perform get , insert and delete operations 
is parameterized to a two - dimensional ( 2D ) Gaussian PDF 20 not only on individual array levels of array data structure 
with axes given by the orthogonal pairs . 401 , but on at least one elliptical error region probability 
EW systems ( e . g . , embodied in signal processing system object 416 as well . 

100 employed for radar pulse sensing , for example ) are Moreover , in operation , process 400 with shadow hash 
receive - only systems that have front - end receivers that pro - key routine 408 uses stochastic histograms in place of 
duce , for example , and without limitation , pulse descriptor 25 ordinary histograms having discrete bins into which data 
words ( PDWs ) for each radar pulse they detect . They are either falls within or does not , resulting in a distortion of the 
unlike radar systems in that they do not naturally produce appearance of the histogram depending on the bin size and 
range and they must handle unknown signals rather than whether the data lands in the center of the bin or near an edge 
detect reflected versions of their transmitted signals . Also , thereof . Mathematically , the ordinary histogram approaches 
since there is more than one type of EW signal that must be 30 a binned PDF of the data as more and more data is added , 
detected , the detection is more than one dimensional . Pro - provided the bin size is small enough . However , the afore 
cess 400 and shadow hash key routine 408 including , mentioned distortion causes the histogram to approach the 
without limitation , utilized in combination with methods and PDF much more slowly than the stochastic histogram 
systems for stochastic sparse tree grid for spatial filtering as approach and , hence , requires more data ( which is often 
described in U . S . Pat . No . 8 , 805 , 858 , supra , enable spatial 35 scarce in practice ) and more memory to get good results . The 
filtering of such EW signals with higher probability of stochastic histogram approach employed by process 400 and 
detection of weak signals within spatially defined noise and shadow hash key routine 408 uses the measured or assumed 
interfering signals , a higher probability of correct classifi - variance of each parameter to spread the histogram when 
cation through improved statistical methods applied to spa - each data point is added . Thus , instead of only incrementing 
tial information . Process 400 and shadow hash key routine 40 the bin where a data point falls , nearby bins are added to as 
408 thus facilitate longer range detection and classification , well depending on the probability spread . In the case of at 
detection and classification with a smaller antenna 28 and / or least one elliptical error region probability object 416 , the 
aperture , and detection and classification using lower trans spreading is assumed when the PDF is set for each data input 
mit power . and , therefore , this spreading is implied directly . Further , 

Furthermore , in operation , process 400 and shadow hash 45 when computing the final value of a grid or location , the 
key routine 408 facilitates the aforementioned benefits in the values of intersections of at least one elliptical error region 
context of a single EW platform which can only produce probability object 416 values that intersect elements 407 of 
angle of arrival spatial information , rather than a more exact that grid must be added together . 
spatial location . During surveillance of a very large 2D Also , in operation , a multidimensional sparse stochastic 
physical area or 3D physical space where at least one signal 50 histogram is used in the situation where most bins have no 
emitter 2 of interest might be located , computational and data ( e . g . , the input data is sparse within the tree grid ) . It uses 
memory usage efficiency suffers greatly with sparsely clas the mechanism of the sparse tree grid previously described 
sified and organized AOA determinations stored in array in its implementation to reduce the memory requirements 
data structure 401 in grids with very small elements 407 ( e . g . , only non - zero bins and elliptical error region prob 
( e . g . , as fine or finer as fine array 406 ) . This is especially true 55 ability objects 416 take storage ) . Again , as with the stochas 
when employing the systems and methods described in U . S . tic histogram , even though the Gaussian distribution has an 
Pat . No . 8 , 805 , 858 , supra , with sparse AOA data and where infinitely long tail , in a practical implementation , a threshold 
the sparse stochastic histogram tree grid uses a ( multidi - such as plus or minus 3 standard deviations can be used . This 
mensional ) sparse stochastic histogram . This is due , in part , limits the number of operations to update a sparse stochastic 
to the fact that most bins of fine array 406 have no data when 60 histogram to a constant times the number of input signals . 
observing ground or airborne signal emitters 2 . Similarly , Also , in operation of process 400 , incorporating a priori 
using a single grid to store all signal information to form a information is also possible using the newly available ellip 
spatial filter is inefficient since most spatial information is tical error region probability objects 416 . For example , there 
very irregular . For example , some levels of array data is often fixed spatial information coming from maps or 
structure 401 are dense and some regions thereof are very 65 physical features within space that can influence the spatial 
sparse , causing a hash table much inefficiency since there it filter differently at different locations and this can be cap 
operates under an assumption that the number of keys within tured in array data structure 401 through both grid elements 
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407 and ellipsoidal . Therefore , a weighting function on the denoted by a solid triangle in FIG . 5 ) received from first 
ellipsoid can be computed that is proportional to the prob signal emitter 2 maps to a second subaddress 512 . 
ability this a priori information is present given assumed With sparse array 402 and second subaddress 512 together 
land feature information . containing two spatially - defined signal data blocks from first 

Further , in operation , slight modifications on the afore - 5 signal emitter 2 after the third point in time , key is found by 
mentioned systems and methods to add to stochastic histo - shadow hash key routine 408 , and computing device 132 
grams can proceed as before . For example , circular sparse determines first elliptical error region probability object 418 
stochastic histograms are used to insert circular measure of specific resolved addresses ( e . g . , locations in the physical 
ments ( such as used for angle input ) and can be associated spatial domain ) of first signal data block 504 with respect to 
with an intersection of two half planes ( e . g . , in two dimen - 10 third signal data block 510 . Determination of first elliptical 
sions ) and its attendant PDF . It is done by inserting modulo error region probability object 418 by computing device 132 
2 or modulo 360° . Also , sparse aging using time weighting includes determining a first center 514 ( denoted as a solid 
proceeds on elliptical error region probability objects 416 as dot in FIG . 5 ) and a first pair of axes ( not shown ) of a first 
with grid elements 407 in the same manner . In particular , it ellipsoidal region defining first elliptical error region prob 
allows the new elliptical error region probability objects 416 15 ability object 418 in array data structure 401 . First center 
to age out and disappear . Referring back to systems and 514 is representative of a highest probability location at the 
methods described in U . S . Pat . No . 8 , 805 , 858 , supra , stan - third point in time of first signal emitter 2 in surveillable area 
dard histograms age objects by deleting ones which make up 30 , and first pair of axes is representative of the spatial error 
the histogram and which are older than a certain predeter - ( e . g . , standard deviation of first center 514 at the third point 
mined age ( e . g . , objects with a time value whose difference 20 in time . At least one of first elliptical error region probability 
with the present time is greater than a predetermined object 418 , first center 514 , first pair of axes , and spatial 
amount ) . This allows unclassified objects to “ age out of the error of first center 514 are at least one of stored in memory 
histogram . In particular , noise signals would not ordinarily 134 and displayed as human - readable data on display 144 . 
be tracked and so would remain untracked until ultimately At a fourth point in time after the third point in time , a 
disappearing . This is necessary since otherwise the noise 25 fourth signal data block 516 of the first type ( denoted by a 
floor on a spatial filter histogram would continue to rise until solid square in FIG . 5 ) maps to a third subaddress 518 of 
even strongly accumulating bins of repetitive signals would medium array 404 . With medium array 404 containing two 
be swamped by adjacent noise bins . In contrast , in operation spatially - defined signal data blocks from second signal 
of process 400 , by using time weighting , a stochastic his emitter 2 after the fourth point in time , key is found by 
togram keeps linked lists of objects belonging to each “ bin " 30 shadow hash key routine 408 , and computing device 132 
( e . g . , grid element 407 ) in time order and de - accumulates determines second elliptical error region probability object 
these repetitive signals gradually by using a series of time 420 of specific resolved addresses ( e . g . , locations in the 
weights based on a set of time interval ages . Thus , the physical spatial domain ) of second signal data block 506 
weighting could be exponentially decreasing if desired , or with respect to fourth signal data block 516 . Determination 
even uniform in other cases , depending on particular appli - 35 of second elliptical error region probability object 420 by 
cation requirements of signal processing system 100 . There computing device 132 includes determining a second center 
fore , with process 400 and shadow hash key routine 408 , we 520 ( denoted as a solid dot in FIG . 5 ) and a second pair of 
simply add that the list of objects now include elliptical error axes ( not shown ) of a second ellipsoid region defining 
region probability objects 416 that age out and disappear second elliptical error region probability object 420 in array 
over time . 40 data structure 401 . Second center 520 is representative of a 

FIG . 5 is a schematic diagram of first elliptical error highest probability location of second signal emitter 2 at the 
region probability object 418 and second elliptical error fourth point in time in surveillable area 30 , and second pair 
region probability object 420 determined using process 400 of axes is representative of the spatial error ( e . g . , standard 
and stored in array data structure 401 , as shown in FIG . 4 . deviation ) of second center 520 at the fourth point in time . 
In an exemplary embodiment , sparse array 402 is embodied 45 At least one of second elliptical error region probability 
in a two dimensional ( 2D ) a - by - b array with a = 1 and b = 1 , object 420 , second center 520 , second pair of axes , and 
and having one element 407 representative of a subregion of spatial error of second center 520 are at least one of stored 
surveillable area 30 . Overlayed on sparse array 402 is in memory 134 and displayed as human - readable data on 
medium array 404 embodied in a 2D a - by - b array with a = 3 display 144 . 
and b = 3 , and having nine elements 407 representative of 50 At a fifth time point and a sixth time point , a fifth signal 
nine subregions of surveillable area 30 . In other embodi - data block 522 of the first type ( denoted by a solid square in 
ments , not shown , a does not equal b in medium array 404 . FIG . 5 ) and a first non - standard data point 524 ( e . g . , not 
In still other embodiments , not shown , at least one of sparse signal parameter vector derived , but rather derived from 
array 402 and medium array 404 is embodied in a three - non - standard data from which spatially defined information 
dimensional ( e . g . , cubic ) array . Sparse array 402 and 55 is derivable from unknown signal state space representation 
medium array 404 share an origin 502 defined by an address signal 139 ) , respectively , are received from first signal 
in memory 134 . A first signal data block 504 of a first type emitter 2 . First non - standard data point 524 is denoted by an 
( e . g . , a first AOA , denoted by a solid square ) received by asterisk in FIG . 5 . Fifth signal data block 522 maps to 
sensor 103 and deinterleaved by signal processing system second subaddress 512 and first non - standard data point 524 
100 at a first time point from a first signal emitter 2 ( not 60 maps to a fourth subaddress 526 . With sparse array 402 and 
shown ) maps to sparse array 402 . At a second point in time medium array 404 together containing three spatially - de 
after the first point in time , a second signal data block 506 fined signal data blocks and one non - standard data point 
of a second type ( e . g . , a second AOA , denoted by a solid from first signal emitter 2 after sixth point in time , key is 
diamond in FIG . 5 ) received from a second signal emitter 2 found by shadow hash key routine 408 , and computing 
maps to a first subaddress 508 in medium array 404 . Next , 65 device 132 determines a refined ( e . g . , updated ) first elliptical 
at a third point in time after the second point in time , a third error region probability object 528 of specific resolved 
signal data block 510 of a third type ( e . g . , a first location , addresses ( e . g . , locations in the physical spatial domain ) of 
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first signal data block 504 , third signal data block 510 , fifth data blocks and outlier non - standard data points from 
signal data block 522 , and first non - standard data point 524 memory 134 using outlier statistical methods performed 
with respect to one another . Determination of refined first from software instructions stored on and executed from 
elliptical error region probability object 528 by computing memory 134 . Such outlier statistical methods facilitate effi 
device 132 includes determining a refined first center 530 5 cient use of memory resources and prevent a mischaracter 
( denoted as an “ x ” in FIG . 5 ) and a refined first pair of axes ization of a particular signal emitter 2 as mobile when , in 
( not shown ) of a refined first ellipsoid region defining fact , it is stationary in the physical spatial domain . 
refined first elliptical error region probability object 528 in Further , in an exemplary embodiment , when a particular 
array data structure 401 . Refined first center 530 is repre - signal emitter 2 has been located in the physical spatial 
sentative of an updated highest probability location of first 10 domain with an acceptable error and determined to be 
signal emitter 2 at the sixth point in time in surveillable area stationary , computing device 132 is configured to delete 
30 , and refined first pair of axes is representative of an associated data from array data structure 401 , thereby free 
updated spatial error ( e . g . , standard deviation ) of refined first ing space in memory 134 . When a particular signal emitter 
center 530 at the sixth point in time . At least one of refined 2 has not yet been located in the physical spatial domain 
first elliptical error region probability object 528 , refined 15 with an acceptable error , signal processing system 100 
first center 530 , refined first pair of axes , and updated spatial continues to deinterleave received signals as described 
error of refined first center 530 are at least one of stored in above and further refine associated elliptical error region 
memory 134 and displayed as human - readable data on probability objects 416 until such time that an acceptable 
display 144 . degree of spatial error is reached and / or a particular signal 
At a seventh time point , a second non - standard data point 20 emitter 2 is determined to be mobile . 

532 ( denoted by an asterisk in FIG . 5 ) is received from FIG . 6 is a flowchart of an exemplary method 600 of 
second signal emitter 2 and maps to third subaddress 518 . spatially filtering signal parameter vector data that may be 
With medium array 404 together containing two spatially used with signal processing system 100 shown in FIG . 3 . In 
defined signal data blocks and one non - standard data point an exemplary embodiment , method 600 includes receiving 
from second signal emitter 2 after seventh point in time , key 25 602 , at computing device 132 , a first signal parameter vector 
is found by shadow hash key routine 408 , and computing ( e . g . , containing first signal data block 504 ) at a first time 
devices determines a refined ( e . g . , updated ) second elliptical and a second signal parameter vector ( e . g . , containing third 
error region probability object 534 of specific resolved signal data block 510 ) at a second time occurring after the 
addresses ( e . g . , locations in the physical spatial domain ) of first time . The first and second signal data blocks contain 
second signal data block 506 , fourth signal data block 516 , 30 spatially - defined information for signal emitter 2 . Method 
and second non - standard data point 532 with respect to one 600 also includes transmitting 604 , to array data structure 
another . Determination of refined second elliptical error 401 stored in memory 134 and having plurality of elements 
region probability object 534 by computing device 132 407 including at least a first element 407 and a second 
includes determining a refined second center 536 ( denoted element 407 , first signal data block and second signal data 
as an “ x ” in FIG . 5 ) and a refined second pair of axes ( not 35 block to first and second elements 407 , respectively , of array 
shown ) of a refined second ellipsoid region defining refined data structure 401 ( e . g . , elements 407 of at least one of 
second elliptical error region probability object 534 in array sparse array 402 , medium array 404 , and fine array 406 ) . 
data structure 401 . Refined second center 536 is represen - Array data structure 401 is representative of a physical 
tative of an updated highest probability location of second spatial domain ( e . g . , surveillable area 30 ) from which the 
signal emitter 2 at seventh point in time in surveillable area 40 plurality of signals are received by , for example , sensor 103 , 
30 , and refined second pair of axes is representative of an from signal emitter 2 . Method 600 further includes deter 
updated spatial error ( e . g . , standard deviation ) of refined mining 606 , with computing device 132 , elliptical error 
second center 536 at the seventh point in time . At least one region probability object 416 containing first and second 
of refined second elliptical error region probability object signal data blocks and having a center ( e . g . , first center 514 ) 
534 , refined second center 536 , refined second pair of axes , 45 and a pair of axes . Center is representative of a highest 
and updated spatial error of refined second center 536 are at probability location of signal emitter 2 in physical spatial 
least one of stored in memory 134 and displayed as human domain at the second time , and pair of axes is representative 
readable data on display 144 . of a spatial error of center at the second time . Determining 

Also , in an exemplary embodiment , after second non - also includes storing elliptical error region probability object 
standard data point 532 is stored in array data structure 401 50 416 in memory 134 in association with array data structure 
and seventh time point has elapsed , a first data cluster 538 401 . 
and a second data cluster 540 reside in sparse array 402 and FIG . 7 is a flowchart of an alternative method 700 of 
medium array 404 . For first data cluster 538 , refinement of spatially filtering signal parameter vector data that may be 
first elliptical error region probability object 418 to refined used with signal processing system 100 shown in FIG . 3 . In 
first elliptical error region probability object 528 increased 55 an alternative embodiment , method 700 includes steps of 
the respective spatial error and increased the area of the method 600 as shown and described above with reference to 
respective ellipsoid region . The increase in area of the FIG . 6 . Method 700 also includes displaying 702 data output 
respective ellipsoid region is indicative of first signal emitter signal 142 as human - readable data via display 144 coupled 
2 being a mobile signal emitter 2 . Computing device 132 is to computing device 132 , at least one of elliptical probability 
also configured to determine at least one of a velocity , an 60 error region object ( e . g . , at least one of elliptical error 
acceleration , and a direction of movement of a mobile signal probability region objects 418 and 420 ) , a value of at least 
emitter 2 , and at least one of store this data in memory 134 one of first 504 and second 506 signal data blocks , a value 
and display it in human - readable form on display 144 . In of center ( e . g . , at least one of centers 514 and 520 ) , and a 
second data cluster 540 , however , the respective spatial error value of at least one axis of the pair of axes . Method 700 
and ellipsoid region area decreased , which is indicative that 65 further includes directing 704 movement of at least one of 
second signal emitter 2 is not mobile . Computing device 132 the at least one surveillance platform ( e . g . , at least one of 
is further configured to delete at least one of outlier signal surveillance platforms 6 and 34 ) and device associated 
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therewith ( e . g . , at least one of devices 31 and 42 ) at least one and 532 ) . Method 900 further includes transmitting 904 , to 
of toward and away from a location of signal emitter ( e . g . , at least one element 407 of the plurality of elements 407 in 
at least one of signal emitters 2 , 8 , 10 , 36 , and 38 ) based on array data structure 401 , the at least one non - standard 
a determination of the elliptical error region probability spatially - defined data point . 
object . 5 Also , in an alternative embodiment , in method 900 , 

Also , in an alternative embodiment , in method 700 , determining 606 ( as shown and described above with ref 
receiving 602 ( as shown and described above with reference erence to FIG . 6 ) further includes at least one of : determin 
to FIG . 6 ) further includes receiving 706 at least one of the ing 906 the elliptical error region probability object con 
first and second signal parameter vectors 138 as signal taining the non - standard spatially - defined data point and first 
parameter vectors 138 further derived from at least one of 10 signal data block 504 ; determining 908 the elliptical error 
denoised signal 124 and blind source separated signal 129 . region probability object containing the non - standard spa 
Method 700 also includes determining 708 , with computing tially - defined data point and second signal data block 506 ; 
device 132 , at least one of a rate of change of an area of and determining 910 the elliptical error region probability 
elliptical error region probability object and a direction of object containing the non - standard spatially - defined data 
change of the area of elliptical error region probability 15 point and the first 504 and second 506 signal data blocks . 
object . Method 700 further includes determining 710 , with Method also includes determining 912 , using shadow hash 
computing device 132 and based on at least one of the rate key routine 408 executed by computing device 132 , a 
of change of the area of elliptical error region probability presence among the plurality of elements 407 of a matching 
object and the direction of change of the area of elliptical element 407 containing at least two of first signal data block 
error region probability object , at least one of : a presence of 20 504 , second signal data block 506 , and the at least one 
movement of signal emitter , a direction of movement of non - standard spatially - defined data point . Also , in determin 
signal emitter , a velocity of signal emitter , and an accelera - ing 912 , array data structure 401 is configured as a hash table 
tion of signal emitter . for shadow hash key routine 408 . 

FIG . 8 is a flowchart of an alternative method 800 of FIG . 10 is a flowchart of an alternative method 1000 of 
spatially filtering signal parameter vector data that may be 25 spatially filtering signal parameter vector data that may be 
used with signal processing system 100 shown in FIG . 3 . In used with signal processing system 100 shown in FIG . 3 . In 
an alternative embodiment , method 800 includes steps of an alternative embodiment , method 1000 includes steps of 
method 600 , as shown and described above with reference method 600 , as shown and described above with reference 
to FIG . 6 . Also , in an alternative embodiment , in method to FIG . 6 . Method 1000 also includes determining 1002 , 
800 , array data structure 401 includes a plurality of arrays 30 using shadow hash key routine 408 executed by computing 
( e . g . , sparse array 402 , medium array 404 , and fine array device 132 , a presence among the plurality of elements 407 
406 ) . The plurality of arrays includes a first array having a of a matching element 407 containing first signal data block 
first number of elements 407 and a second array having a 504 and second signal data block 506 . Also , in determining 
second number of elements 407 . Further , in an alternative 1002 , array data structure 401 is configured as a hash table 
embodiment , in method 700 , transmitting 604 ( as shown and 35 for shadow hash key routine 408 . Method 1000 further 
described above with reference to FIG . 6 ) further includes includes receiving 1004 , at computing device 132 , at least 
assigning 802 , with computing device 132 , at least one of the one additional signal parameter vector 138 including at least 
first 504 and second 506 signal data blocks to one of the first a third signal data block 510 at an ( at least one ) additional 
and second arrays . Furthermore , in an alternative embodi - time occurring at least one of after and substantially simul 
ment , in method 800 , determining 606 ( as shown and 40 taneously with the second time . 
described above with reference to FIG . 6 ) further includes at Method 1000 also includes transmitting 1006 , from com 
least one of : determining 804 the elliptical error region puting device 132 , the third signal data block 510 to a third 
probability object ( e . g . , first 418 and / or second 420 elliptical element 407 in array data structure 401 . Method 1000 
error region probability object ) containing the first signal further includes determining 1008 , using shadow hash key 
data block 504 in the first array and the second signal data 45 routine 408 , a presence among the plurality of elements 407 
block 506 in the first array ; determining 806 the elliptical of a matching element 407 containing the third signal data 
error region probability object containing first signal data block 510 and at least one of first signal data block 504 and 
block 504 in first array and second signal data block 506 in second signal data block 506 . Method 1000 also includes 
second array ; determining 808 the elliptical error region updating 1010 , with computing device 132 , the elliptical 
probability object containing first signal data block 504 in 50 error region probability object ( e . g . , first 418 and / or second 
second array and second signal data block 506 in first array ; 420 elliptical error region probability object ) to contain the 
and determining 810 the elliptical error region probability third signal data block 510 and at least one of first signal data 
object containing first signal data block 504 in second array block 504 and second signal data block 506 . 
and second signal data block 506 in second array . The above - described systems and methods for adding 

FIG . 9 is a flowchart of an alternative method 900 of 55 functional grid elements to stochastic sparse tree grids for 
spatially filtering signal parameter vector data that may be spatial filtering enable efficient and high performance 
used with signal processing system 100 shown in FIG . 3 . In deinterleaving of signal parameter vector data generated 
an alternative embodiment , method 900 includes steps of using improved pre - processing front - end architectures and 
method 600 , as shown and described above with reference methods such as denoising and blind source separation . The 
to FIG . 6 . Method 900 also includes receiving 902 , at 60 above - described embodiments also facilitate high perfor 
computing device 132 at least one of before , after , and mance deinterleaving of signal parameter vectors containing 
substantially simultaneously with the second time , at least new characteristics such as additional information . The 
one unknown signal state space representation signal 139 above - described embodiments further enable efficient gen 
derived from a denoised signal 124 pulse of at least one eration of useful deinterleaving information of signal param 
signal of the plurality of signals 18 and 20 and including at 65 eter vectors during post - processing without requiring highly 
least one non - standard spatially - defined data point ( e . g . , at sophisticated , complex , and expensive processor architec 
least one of non - standard spatially - defined data points 524 tures . The above - described systems and methods for adding 
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functional grid elements to stochastic sparse tree grids for not intended to limit in any way the definition and / or 
spatial filtering also facilitate high performance post - pro - meaning of the term processor and processing device . 
cessing of both standard and new signal parameter vector This written description uses examples to disclose the 
data using a single platform employing a standard processor . embodiments , including the best mode , and also to enable 
The above - described embodiments further provide imple - 5 any person skilled in the art to practice the embodiments , 
mentation in a single platform architecture which produces including making and using any devices or systems and 
only AOA spatial information , rather than a more exact performing any incorporated methods . The patentable scope 
spatial location . The above - described systems and methods of the disclosure is defined by the claims , and may include 
for adding functional grid elements to stochastic sparse tree other examples that occur to those skilled in the art . Such 
grids for spatial filtering also facilitate combining non - 10 other examples are intended to be within the scope of the 
standard signal parameters having widely varying accura - claims if they have structural elements that do not differ 
cies and employing moving signal emitter spatial signal from the literal language of the claims , or if they include 
parameters as part of deinterleaving . The above - described equivalent structural elements with insubstantial differences 
embodiments also enable use of AOA - containing signal from the literal language of the claims . 
parameter vector data to generate accurate results from 15 
stochastic histogram methods using standard processors in What is claimed is : 
less time relative to known spatial filtering systems and 1 . A system ( 100 ) for spatially filtering signal parameter 
methods . vector ( 138 ) data generated by at least one surveillance 

An exemplary technical effect of the above - described platform ( 6 , 34 ) from a plurality of signals ( 18 , 20 ) of a signal 
systems and methods for adding functional grid elements to 20 emitter ( 2 , 8 , 10 , 36 , 38 ) , said system comprising : 
stochastic sparse tree grids for spatial filtering includes at a sensor ( 103 ) configured to receive the plurality of 
least one of the following : ( a ) enabling efficient and high signals ; 
performance deinterleaving of signal parameter vector data a pre - processor ( 104 ) coupled to the sensor and config 
generated using improved pre - processing front - end archi ured to generate a plurality of signal parameter vectors 
tectures and methods such as denoising and blind source 25 derived from the plurality of signals and including a 
separation ; ( b ) facilitating high performance deinterleaving first signal parameter vector and a second signal param 
of signal parameter vectors containing new characteristics eter vector , each signal parameter vector of the plurality 
such as additional information ; ( c ) enabling efficient gen of signal parameter vectors derived from one signal of 
eration of useful deinterleaving information of signal param the plurality of signals , wherein the first signal param 
eter vectors during post - processing without requiring highly 30 eter vector includes a first signal data block ( 504 ) and 
sophisticated , complex , and expensive processor architec the second signal parameter vector includes a second 
tures ; ( d ) facilitating high performance post - processing of signal data block ( 506 ) , and wherein the first and the 
both standard and new signal parameter vector data using a second signal data blocks contain spatially - defined 
single platform employing a standard processor ; ( e ) provid information for the signal emitter ; and 
ing implementation in a single platform architecture able to 35 a computing device ( 132 ) coupled to the pre - processor 
provide only AOA spatial information , rather than more and including a memory ( 134 ) , wherein the computing 
exact spatial information ; ( f ) facilitating combining non device is programmed to : 
standard signal parameters having widely varying accura receive ( 602 ) , from the pre - processor , the first signal 
cies and employing moving signal emitter platform spatial parameter vector at a first time and the second signal 
signal parameters as part of deinterleaving ; and ( g ) enabling 40 parameter vector at a second time ; 
use of AOA - containing signal parameter vector data to transmit ( 604 ) , to an array data structure ( 401 ) stored in 
generate accurate results from stochastic histogram methods the memory and having a plurality of elements ( 407 ) 
using standard processors in less time relative to known including a first element and a second element , the 
spatial filtering systems and methods . first signal data block to the first element and the 

Although specific features of various embodiments of the 45 second signal data block to the second element , 
disclosure may be shown in some drawings and not in wherein the array data structure is representative of 
others , this is for convenience only . In accordance with the a physical spatial domain ( 1 , 32 ) from which the 
principles of the disclosure , any feature of a drawing may be plurality of signals are received by the sensor ; 
referenced and / or claimed in combination with any feature determine ( 606 ) an elliptical error region probability 
of any other drawing . 50 object ( 416 , 418 , 420 ) containing the first and the 
Some embodiments involve the use of one or more second signal data blocks and having a center ( 514 , 

electronic or computing devices . Such devices typically 520 ) and a pair of axes , wherein the center is 
include a processor , processing device , or controller , such as representative of a highest probability location of the 
a general purpose central processing unit ( CPU ) , a graphics signal emitter in the physical spatial domain at the 
processing unit ( GPU ) , a microcontroller , a reduced instruc - 55 second time , wherein the pair of axes is representa 
tion set computer ( RISC ) processor , an application specific tive of a spatial error of the center at the second time , 
integrated circuit ( ASIC ) , a programmable logic circuit and wherein the elliptical error region probability 
( PLC ) , a field programmable gate array ( FPGA ) , a digital object is stored in the memory in association with the 
signal processing ( DSP ) device , and / or any other circuit or array data structure ; 
processing device capable of executing the functions 60 determine ( 708 ) at least one of a rate of change of an 
described herein . The methods described herein may be area of the elliptical error region probability object 
encoded as executable instructions embodied in a computer and a direction of change of the area of the elliptical 
readable medium , including , without limitation , a storage error region probability object ; and 
device and / or a memory device . Such instructions , when determine ( 710 ) , based on at least one of the rate of 
executed by a processing device , cause the processing 65 change of the area of the elliptical error region 
device to perform at least a portion of the methods described probability object and the direction of change of the 
herein . The above examples are exemplary only , and thus are area of the error region probability , at least one of : 
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a presence of movement of the signal emitter ; ( 130 ) of at least one signal of the plurality of signals 
a direction of movement of the signal emitter ; ( 18 , 20 ) and including at least one non - standard spa 
a velocity of the signal emitter ; and tially - defined data point ( 524 , 532 ) , wherein the pulse 
an acceleration of the signal emitter . denoising module is configured to transmit the at least 

2 . The system ( 100 ) in accordance with claim 1 further 5 one unknown signal state space representation signal to 
comprising a display ( 144 ) coupled to the computing device the computing device ; 
( 132 ) , wherein the computing device is further programmed transmit ( 904 ) , to at least one element ( 407 ) of the 
to display ( 702 ) , as human readable data via the display , at plurality of elements in the array data structure ( 401 ) , 
least one of the elliptical error region probability object the at least one non - standard spatially - defined data 
( 416 , 418 , 420 ) , a value of at least one of the first ( 504 ) and 10 point , said computing device further programmed to at 
second ( 506 ) signal data blocks , a value of the center least one of : 
( 514 , 520 ) , and a value of at least one axis of the pair of axes . determine ( 906 ) the elliptical error region probability 

3 . The system ( 100 ) in accordance with claim 1 , wherein object ( 416 , 418 , 420 ) containing the non - standard 
the computing device ( 132 ) is further programmed to direct spatially - defined data point and the first signal data 
( 704 ) movement of at least one of the at least one surveil - 15 block ( 504 ) ; 
lance platform ( 6 , 34 ) and a device ( 31 , 42 ) associated there determine ( 908 ) the elliptical error region probability 
with at least one of toward and away from a location of the object containing the non - standard spatially - defined 
signal emitter ( 2 , 8 , 10 , 36 , 38 ) based on a determination of the data point and the second signal data block ( 506 ) ; 
elliptical error region probability object ( 416 , 418 , 420 ) . and 

4 . The system ( 100 ) in accordance with claim 1 further 20 determine ( 910 ) the elliptical error region probability 
comprising at least one of : object containing the non - standard spatially - defined 

at least one signal denoising module ( 118 ) configured to data point and the first and the second signal data 
transmit a denoised signal ( 124 ) to the computing blocks . 
device ( 132 ) ; and 7 . The system ( 100 ) in accordance with claim 6 , wherein 

at least one blind source separation module ( 120 ) config - 25 the computing device ( 132 ) is further programmed to deter 
ured to transmit a blind source separated signal ( 129 ) to mine ( 912 ) , using a shadow hash key routine ( 408 ) , a 
the computing device , wherein the computing device is presence among the plurality of elements ( 407 ) of a match 
further programmed to receive ( 706 ) at least one of the ing element containing at least two of the first signal data 
first and the second signal parameter vectors ( 138 ) as block ( 504 ) , the second signal data block ( 506 ) , and the at 
signal parameter vectors further derived from at least 30 least one non - standard spatially - defined data point ( 524 , 
one of the denoised signal and the blind source sepa - 532 ) , wherein the array data structure ( 401 ) is configured as 
rated signal . a hash table for the shadow hash key routine . 

5 . The system ( 100 ) in accordance with claim 1 , wherein 8 . The system ( 100 ) in accordance with claim 1 , wherein 
the array data structure ( 401 ) includes a plurality of arrays the computing device ( 132 ) is further programmed to deter 
( 402 , 404 , 406 ) , the plurality of arrays including a first array 35 mine ( 1002 ) , using a shadow hash key routine ( 408 ) , a 
having a first number of elements ( 407 ) and a second array presence among the plurality of elements ( 407 ) of a match 
having a second number of elements greater than the first ing element containing the first signal data block ( 504 ) and 
number of elements , and wherein the computing device the second signal data block ( 506 ) , wherein the array data 
( 132 ) is further programmed to : structure ( 401 ) is configured as a hash table for the shadow 

assign ( 802 ) at least one of the first ( 504 ) and second 40 hash key routine . 
( 506 ) signal data blocks to one of the first and the 9 . The system ( 100 ) in accordance with claim 8 , wherein 
second arrays , said computing device further pro - the computing device ( 132 ) is further programmed to 
grammed to at least one of : receive ( 1004 ) at least one additional signal parameter 
determine ( 804 ) the elliptical error region probability vector ( 138 ) including at least a third signal data block ( 510 ) 

object ( 416 , 418 , 420 ) containing the first signal data 45 at least one additional time occurring at least one of after and 
block in the first array and the second signal data substantially simultaneously with the second time . 
block in the first array ; 10 . The system ( 100 ) in accordance with claim 9 , wherein 

determine ( 806 ) the elliptical error region probability the computing device ( 132 ) is further programmed to : 
object containing the first signal data block in the transmit ( 1006 ) , from the computing device , the third 
first array and the second signal data block in the 50 signal data block ( 510 ) to a third element ( 407 ) in the 
second array ; array data structure ( 401 ) ; 

determine ( 808 ) the elliptical error region probability determine ( 1008 ) , using the shadow hash key routine 
object containing the first signal data block in the ( 408 ) , the presence of the matching element containing 
second array and the second signal data block in the the third signal data block and at least one of the first 
first array ; and 55 signal data block ( 504 ) and the second signal data block 

determine ( 810 ) the elliptical error region probability ( 506 ) ; and 
object containing the first signal data block in the update ( 1010 ) the elliptical error region probability object 
second array and the second signal data block in the ( 416 , 418 , 420 ) to contain the third signal data block and 
second array . at least one of the first signal data block and the second 

6 . The system ( 100 ) in accordance with claim 1 further 60 signal data block . 
comprising a pulse denoising module ( 130 ) coupled to the 11 . A method ( 600 ) of spatially filtering signal parameter 
sensor ( 103 ) and coupled to the computing device ( 132 ) , vector ( 138 ) data generated by at least one surveillance 
wherein the computing device is further programmed to : platform ( 6 , 34 ) including a sensor ( 103 ) configured to 

receive ( 902 ) , at least one of before , after , and substan receive a plurality of signals ( 18 , 20 ) from a signal emitter 
tially with receipt of the second signal parameter vector 65 ( 2 , 8 , 10 , 36 , 38 ) , said method comprising : 
( 138 ) , at least one unknown signal state space repre - receiving ( 602 ) , at a computing device ( 132 ) , a first signal 
sentation signal ( 139 ) derived from a denoised pulse parameter vector at a first time and a second signal 
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parameter vector at a second time occurring after the array having a first number of elements ( 407 ) and a second 
first time , the first signal parameter vector including a array having a second number of elements greater than the 
first signal data block ( 504 ) and the second signal first number of elements , and wherein : 
parameter vector including a second signal data block transmitting ( 604 ) comprises assigning ( 802 ) , with the 
( 506 ) , wherein the first and the second signal parameter 5 computing device ( 132 ) , at least one of the first ( 504 ) 
vectors are derived from the plurality of signals , and and second ( 506 ) signal data blocks to one of the first 
wherein the first and the second signal data blocks and the second arrays ; and contain spatially - defined information for the signal determining ( 606 ) the elliptical error region probability 
emitter ; object ( 416 , 418 , 420 ) comprises at least one of : transmitting ( 604 ) , to an array data structure ( 401 ) stored 10 determining ( 804 ) the elliptical error region probability in a memory ( 134 ) of the computing device and having object containing the first signal data block in the a plurality of elements ( 407 ) including a first element first array and the second signal data block in the first and a second element , the first signal data block to the 
first element and the second signal data block to the array ; 

second element , wherein the array data structure is 15 determining ( 806 ) the elliptical error region probability 
representative of a physical spatial domain ( 1 , 32 ) from object containing the first signal data block in the 
which the plurality of signals are received by the first array and the second signal data block in the 
sensor ; second array ; 

determining ( 606 ) , with the computing device , an ellip determining ( 808 ) the elliptical error region probability 
tical error region probability object ( 416 , 418 , 420 ) con - 20 object containing the first signal data block in the 
taining the first and the second signal data blocks and second array and the second signal data block in the 
having a center ( 514 , 520 ) and a pair of axes , wherein first array ; and 
the center is representative of a highest probability determining ( 810 ) the elliptical error region probability 
location of the signal emitter in the physical spatial object containing the first signal data block in the 
domain at the second time , wherein the pair of axes is 25 second array and the second signal data block in the 
representative of a spatial error of the center at the second array . 
second time , and wherein the elliptical error region 16 . The method ( 900 ) in accordance with claim 11 further probability object is stored in the memory in associa comprising : 
tion with the array data structure ; receiving ( 902 ) , at the computing device ( 132 ) at least one 

determining ( 708 ) , with the computing device , at least one 30 of before , after , and substantially simultaneous with the of a rate of change of an area of the elliptical error second time , at least one unknown signal state space region probability object and a direction of change of 
the area of the elliptical error region probability object ; representation signal ( 139 ) derived from a denoised 

pulse ( 130 ) of at least one signal of the plurality of and 
determining ( 710 ) , with the computing device and based 35 signals ( 18 , 20 ) and including at least one non - standard 
on at least one of the rate of change of the area of the spatially - defined data point ( 524 , 532 ) ; and 
elliptical error region probability object and the direc transmitting ( 904 ) , to at least one element ( 407 ) of the 
tion of change of the area of the elliptical error region plurality of elements in the array data structure ( 401 ) , 
probability object , at least one of : the at least one non - standard spatially - defined data 
a presence of movement of the signal emitter ; point , wherein determining ( 606 ) the elliptical error 
a direction of movement of the signal emitter ; region probability object ( 416 , 418 , 420 ) comprises at 
a velocity of the signal emitter ; and least one of : 
an acceleration of the signal emitter . determining ( 906 ) the elliptical error region probability 

12 . The method ( 700 ) in accordance with claim 11 further object containing the non - standard spatially - defined 
comprising displaying ( 702 ) as human readable data , via a 45 data point and the first signal data block ( 504 ) ; 
display ( 144 ) coupled to the computing device ( 132 ) , at least determining ( 908 ) the elliptical error region probability 
one of the elliptical error region probability object ( 416 , 418 , object containing the non - standard spatially - defined 
420 ) , a value of at least one of the first ( 504 ) and second data point and the second signal data block ( 506 ) ; 
( 506 ) signal data blocks , a value of the center ( 514 , 520 ) , and and 
a value of at least one axis of the pair of axes . determining ( 910 ) the elliptical error region probability 

13 . The method ( 700 ) in accordance with claim 11 further object containing the non - standard spatially - defined 
comprising directing ( 704 ) movement of at least one of the data point and the first and the second signal data 
at least one surveillance platform ( 6 , 34 ) and a device ( 31 , 42 ) blocks . 
associated therewith at least one of toward and away from a 17 . The method ( 900 ) in accordance with claim 16 further 
location of the signal emitter ( 2 , 8 , 10 , 36 , 38 ) based on a 55 comprising determining ( 912 ) , using a shadow hash key 
determination of the elliptical error region probability object routine ( 408 ) executed by the computing device ( 132 ) , a 
( 416 , 418 , 420 ) . presence among the plurality of elements ( 407 ) of a match 

14 . The method ( 700 ) in accordance with claim 11 , ing element containing at least two of the first signal data 
wherein receiving ( 602 ) the first and the second signal block ( 504 ) , the second signal data block ( 506 ) , and the at 
parameter vectors ( 138 ) comprises receiving ( 706 ) at least 60 least one non - standard spatially - defined data point ( 524 , 
one of the first and the second signal parameter vectors as 532 ) , wherein the array data structure ( 401 ) is configured as 
signal parameter vectors further derived from at least one of a hash table for the shadow hash key routine . 
a denoised signal ( 124 ) and a blind source separated signal 1 8 . The method ( 1000 ) in accordance with claim 11 
( 129 ) . further comprising determining ( 1002 ) , using a shadow hash 

15 . The method ( 800 ) in accordance with claim 11 , 65 key routine ( 408 ) executed by the computing device ( 132 ) , 
wherein the array data structure ( 401 ) includes a plurality of a presence among the plurality of elements ( 407 ) of a 
arrays ( 402 , 404 , 406 ) , the plurality of arrays including a first matching element containing the first signal data block ( 504 ) 

40 

50 



US 10 , 324 , 167 B2 
31 32 

and the second signal data block ( 506 ) , wherein the array transmit ( 604 ) , to an array data structure ( 401 ) stored in 
data structure ( 401 ) is configured as a hash table for the the memory ( 134 ) and having a plurality of elements 
shadow hash key routine . ( 407 ) including a first element and a second element , 

19 . The method ( 1000 ) in accordance with claim 18 the first signal data block to the first element and the 
second signal data block to the second element , further comprising receiving ( 1004 ) , at the computing 5 wherein the array data structure is representative of a device ( 132 ) , at least one additional signal parameter vector 

( 138 ) including at least a third signal data block ( 510 ) at physical spatial domain ( 1 , 32 ) from which the plurality 
least one additional time occurring at least one of after and of signals are received by the sensor ; 
substantially simultaneously with the second time . determine ( 606 ) an elliptical error region probability 

20 . The method ( 1000 ) in accordance with claim 1910 object ( 416 , 418 , 420 ) containing the first and the second 
signal data blocks and having a center ( 514 , 520 ) and a further comprising : 

transmitting ( 1006 ) , from the computing device ( 132 ) , the pair of axes , wherein the center is representative of a 
third signal data block ( 510 ) to a third element ( 407 ) in highest probability location of the signal emitter in the 
the array data structure ( 401 ) ; physical spatial domain at the second time , wherein the 

determining ( 1008 ) , using the shadow hash key routine 15 pair of axes is representative of a spatial error of the 
( 408 ) , a presence among the plurality of elements of a center at the second time , and wherein the elliptical 
matching element containing the third signal data block error region probability object is stored in the memory 
and at least one of the first signal data block ( 504 ) and in association with the array data structure ; 
the second signal data block ( 506 ) ; and determine ( 708 ) at least one of a rate of change of an area 

updating ( 1010 ) , with the computing device , the elliptical 20 of the elliptical error region probability object and a 
direction of change of the area of the elliptical error error region probability object ( 416 , 418 , 420 ) to contain 

the third signal data block and at least one of the first region probability object ; and 
determine ( 710 ) , based on at least one of the rate of signal data block and the second signal data block . 

21 . A non - transient computer - readable memory ( 134 ) change of the area of the elliptical error region prob 
having computer - executable instructions embodied thereon , 25 ability object and the direction of change of the area of 
wherein when executed by a computing device ( 132 ) , the the error region probability , at least one of : 
computer - executable instructions cause the computing a presence of movement of the signal emitter ; 
device to : a direction of movement of the signal emitter ; 

receive ( 602 ) , over time , a plurality of signal parameter a velocity of the signal emitter ; and 
vectors ( 138 ) including a first signal parameter vector 30 an acceleration of the signal emitter . 
at a first time and a second signal parameter vector at 22 . The non - transient computer - readable memory ( 134 ) 

in accordance with claim 21 , wherein the computer - execut a second time , each signal parameter vector of the 
plurality of signal parameter vectors derived from one able instructions further cause the computing device ( 132 ) to 
signal of a plurality of signals ( 18 , 20 ) transmitted to the determine ( 1002 ) , using a shadow hash key routine ( 408 ) , a 
computing device from a sensor ( 103 ) configured to 35 presence among the plurality of elements ( 407 ) of a match 
receive the plurality of signals from a signal emitter ing element containing the first signal data block ( 504 ) and 
( 2 , 8 , 10 , 36 , 38 ) , wherein the first signal parameter vector the second signal data block ( 506 ) , wherein the array data 
includes a first signal data block ( 504 ) and the second structure ( 401 ) is configured as a hash table for the shadow 
signal parameter vector includes a second signal data hash key routine . 
block ( 506 ) ; 


