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plurality of activated nodes in the network based on com as specified by the claims . Thus , those skilled in the art will 
puted connection probabilities for the each pairwise combi appreciate variations from the best mode that fall within the 
nation . scope of the invention . Those skilled in the art will appre 

In yet another aspect , a non - transitory computer - readable ciate that the features described below can be combined in 
storage medium is disclosed . The non - transitory computed- 5 various ways to form multiple variations of the invention . As 
readable storage medium includes processor - executable a result , the invention is not limited to the specific examples 
instructions stored therein to provide a network structure for described below , but only by the claims and their equiva 
a network . When executed by one or more processors , the lents . 
processor - executable instructions cause the one or more FIG . 1 illustrates a plurality of nodes of a network . 
processors to identify an occurrence of a cascade amongst a FIG . 2 illustrates the network of FIG . 1 including all 
plurality of nodes of the network . When executed by one or possible edges between each of the nodes . 
more processors , the processor - executable instructions fur FIG . 3 illustrates a network composed of a narrower 
ther cause the one or more processors to determine respec subset of the nodes shown in FIGS . 1 and 2 . 
tive activation times for each node of a plurality of activated FIG . 4A illustrates the network shown in FIG . 3 at a first 
nodes activated during the cascade . When executed by one 15 time after an occurrence of a cascade amongst the plurality 
or more processors , the processor - executable instructions of nodes of the network . 
further cause the one or more processors to , for each FIG . 4B illustrates the network shown in FIG . 4A at a 
pairwise combination of activated nodes from the plurality second time after the occurrence of the cascade . 
of activated nodes , compute , based on the respective acti FIG . 4C illustrates the network shown in FIGS . 4A and 4B 
vation times , a connection probability that a pair of nodes 20 at a third time after the occurrence of the cascade . 
from the plurality of activated nodes is connected by an FIG . 4D illustrates the network shown in FIG . 4C includ 
edge . When executed by one or more processors , the pro ing true edges mapped between activated nodes in accor 
cessor - executable instructions further cause the one or more dance with one embodiment of the disclosure . 
processors to map a true edge between two activated nodes FIG . 5 illustrates a flowchart of one embodiment of the 
of the plurality of activated nodes in the network based on 25 disclosed method . 
computed connection probabilities for the each pairwise FIG . 6 illustrates a computing system configured for 
combination . performing the method shown in FIG . 5 in accordance with 
Among those benefits and improvements that have been one embodiment of the disclosure . 

disclosed , other objects and advantages of this disclosure FIG . 7 illustrates forward dynamics for a random network 
will become apparent from the following description taken 30 as a plot of the fraction of active nodes versus activation 
in conjunction with the accompanying figures . Detailed times using numerical simulations and using a theoretical 
embodiments of the present disclosure are disclosed herein ; formula in accordance with one embodiment of the disclo 
however , it is to be understood that the disclosed embodi 
ments are merely illustrative of the disclosure that may be FIG . 8 illustrates a data structure that may be used with 
embodied in various forms . In addition , each of the 35 the method of FIG . 5 and the computing system of FIG . 6 in 
examples given in connection with the various embodiments accordance with one embodiment of the disclosure . 
of the disclosure is intended to be illustrative , and not FIG . 9 illustrates a flow chart of operations performed by 
restrictive . processor ( s ) using processing instructions stored as software 

Throughout the disclosure , the following terms take the in memory devices of the computing system of FIG . 6 in an 
meanings explicitly associated herein , unless the context 40 identifying module and a determining module in accordance 
clearly dictates otherwise . The phrases in one embodiment ” with one embodiment of the disclosure . 
and “ in some embodiments ” as used herein do not neces FIG . 10 illustrates a flow chart of operations performed by 
sarily refer to the same embodiment ( s ) , though it may . processor ( s ) using processing instructions stored as software 
Furthermore , the phrases “ in another embodiment ” and “ in in memory devices of the computing system of FIG . 6 in a 
some other embodiments ” as used herein do not necessarily 45 computing module in accordance with one embodiment of 
refer to a different embodiment , although it may . Thus , as the disclosure . 
described below , various embodiments of the disclosure FIG . 11 illustrates a flow chart of operations performed by 
may be readily combined , without departing from the scope processor ( s ) using processing instructions stored as software 
or spirit of the invention . in memory devices of the computing system of FIG . 6 in a 

In addition , as used herein , the term “ or ” is an inclusive 50 mapping module in accordance with one embodiment of the 
“ or ” operator , and is equivalent to the term “ and / or , " unless disclosure . 
the context clearly dictates otherwise . The term “ based on ” FIGS . 12A - 12D illustrate accuracies ( % ) of provided 
is not exclusive and allows for being based on additional network structures plotted against varied forward dynamics 
factors not described , unless the context clearly dictates rule parameters for an example application of the disclosed 
otherwise . In addition , throughout the specification , the 55 methods and systems . 
meaning of “ a , " " an , ” and “ the ” include plural references , FIGS . 13A - 13C illustrate accuracies ( % ) of provided 
unless the context clearly dictates otherwise . The meaning of network structures plotted against varied network charac 
" in " includes " in " and " on " . teristics for network size , number of nodes , and number of 

edges for the example application of the disclosed methods 
BRIEF DESCRIPTION OF THE DRAWINGS 60 and systems shown in FIGS . 12A - 12D . 

sure . 

The following description and associated figures teach the DETAILED DESCRIPTION 
best mode of the invention . For the purpose of teaching 
inventive principles , some conventional aspects of the best Neural networks , ecosystems , epidemics , range expan 
mode may be simplified or omitted . The following claims 65 sions , gene - protein interactions , diffusion in evolutionary 
specify the scope of the invention . Note that some aspects of landscapes and many other interesting biological and social 
the best mode may not fall within the scope of the invention phenomena are naturally encoded by cascades on complex 
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networks . Often we can observe when people adopt certain space at large and widely varying distances from one another 
ideas , but we cannot see what social exchanges lead to it . We despite their being drawn in such illustrations as being closer 
can observe when species go extinct , but do not know why or further apart . Further , as will be clear to persons skilled 
[ 1 ] . We see when the same content appears in several in the art , the disclosed systems and methods are equally 
websites and blogs over time , but since we do not know who 5 applicable for networks where nodes represent physical 
copied from whom , we cannot tell who follows who [ 2 ] . A objects , points , places or regions , events , relationships , and 
sequence of neural firings can be observed by fluorescent many other observable phenomena that lend themselves to 
imaging , but it is not trivial to infer neural connectivity [ 3 ] . network representations , as are used and discussed herein . 

Establishing network structure empirically is tedious . FIG . 2 illustrates the network 104 of FIG . 1 where all 
Ideally , to determine the presence of an edge between a node 10 possible edges 202 between each of the nodes 102 are drawn 
pair , one must perturb one while measuring the response of as dashed lines between each node 102. In the case where , 
the other , making sure the rest is unchanged . Proxies such as as illustrated in FIG . 2 , network 104 represents a part of a 
correlation coefficients can be used , but these yield unreli wider network , and the part shown in FIG . 2 has a fully 
able results ( e.g. , [ 4 ] ) . Furthermore , proxies depend on unknown structure , the edges 202 connect every pairwise 
specific models , e.g. the presence of an edge could just as 15 combination of nodes 102 of network 104. As the dashed 
well imply a lack of correlation . line edges 202 in FIG . 2 are drawn for the network 104 

The problem of topological inference has been previously whose structure is , in this example , fully uncharacterized as 
addressed as a convex optimization problem , and only to its structure , these edges 202 are putative , rather than true 
specific cases have been solved [ 1 , 5 , 6 ] . Others have edges . 
considered inferring topology when each cascade affects 20 FIG . 3 illustrates a network 302 composed of a narrower 
only few nodes , and only when few several such cascades subset of nodes 102 ( nodes A , B , C , and D ) of network 104 . 
take place simultaneously [ 7 ] . As in FIG . 2 , the dashed - line edges 202 in FIG . 3 connect 

This disclosure provides methods and systems for deter every pairwise combination of nodes 102 of network 104 
mining network structures that are applicable to a wide having an as yet undetermined structure . 
range of networks , including the general class of cascade 25 FIGS . 4A - 4D illustrate the network 302 of FIG . 3 fol 
models where the probability that a node activates depends lowing an occurrence of a cascade amongst the plurality of 
on the degree of the node and the states of the neighboring nodes 102. In FIG . 4A , the cascade of node activation begins 
nodes . In this class of models the activation of every node at a first time ( t ) with node A activating ( as shown as a 
is permanent until the cascade ends . shaded node A , in contrast to a non - shaded node A in FIGS . 

While complex networks may includes millions , or even 30 1-3 ) . An activation time of a first activated node 401 ( e.g. , 
much greater , numbers of nodes and edges , their structures node A ) of network 302 is thus labeled as t , in FIG . 4A . 
are , of course , composed of individual nodes . In the present As used herein , the terms “ activation , ” “ activating , ” “ acti 
disc ire , determining network structures ( i.e. , the specific vated , ” and “ active ” mean that a node changes state from a 
connections amongst the nodes by edges ) may proceed first state to a second state that is different from the first state , 
systematically using smaller sets of nodes with fewer num- 35 where this node state change is observable or measurable , 
bers of edges , as compared to the entire network . Using and where , for a given cascade , the nodes that activate 
computing systems and methods including , without limita during the cascade change ( i.e. , “ activate ” ) from the same 
tion , “ massively parallel processing , ” network cascades may first state to the same second state . For example , and without 
be analyzed on different parts of complex networks in a limitation , in one embodiment of network 302 , the nodes 
substantially simultaneous fashion . This disclosure proceeds 40 102 represent persons in a social network , the first state of 
from the vantage point of a network having comparatively each of the nodes 102 is a " like ” indication of a new music 
few nodes relative to the many and various networks known album not present on their website , and the second state is 
from nature , industry , and business and social interactions . a “ like ” indication being posted to their website . In another 
However , one skilled in the art will appreciate that the embodiment of network 302 , the nodes 102 represent dis 
systems and methods disclosed herein are applicable to 45 tribution transformers of an electric grid in different loca 
providing a network structure for entire networks , or parts tions , the first state of each of the nodes 102 is a fully 
thereof , having a plurality of nodes , regardless of the num functional state of operation , and the second state is a fully 
ber of nodes and the number of edges . non - functional state of operation . In yet another embodi 

FIG . 1 illustrates seven nodes 102 ( nodes A , B , C , D , E , ment of network 302 , the nodes 102 represent neurons or 
F , and G ) of a network 104. Network 104 may be a network 50 clusters of neurons separated by some distance in the human 
in which no information is available as to whether or not brain , the first state of each of the nodes 102 is a non - firing 
some or all of the nodes are connected by edges . Alterna ( e.g. , non - excited ) state , and the second state is a firing ( e.g. , 
tively , network 104 may be known to be a network where at excited ) state . In still another embodiment of network 302 , 
least some of the nodes are connected by edges . As such , the first state may be denoted or encoded as a 0 ( zero ) to 
network 104 may have an at least partially uncharacterized 55 indicate the not activated state , and the second state may be 
and / or unknown network structure . denoted or encoded as a 1 to indication the activated state . 
As used herein , the meaning of “ structure ” and “ network In FIG . 4B , the cascade of node activation continues from 

structure ” includes a topology of node - to - node connections node A having activated at ty to node B activating at a second 
by edges amongst the nodes of the network . As will be time ( tz ) , where t , occurs after t? . The activation time of a 
appreciated by those skilled in the art , although nodes 102 60 second activated node 401 ( e.g. , node B ) of network 302 is 
are illustrated in FIG . 1 as being close to each other , such thus labeled as tz in FIG . 4B . With no additional nodes 102 
network illustrations need not be drawn to scale as to spatial , activating during the cascade at any intervening times 
relational , or other quantitative measure or qualitative attri between the activations of nodes A and B , a dotted - line edge 
butes of respective nodes . For example , nodes that are drawn 402 may be at least inferred to connect nodes A and B in 
closet to a particular node than to some other node ( s ) may , 65 network 302 . 
in the case of networks where nodes represent people , In FIG . 4C , the cascade of node activation continues from 
objects , and other physical entities , the nodes may reside in node B having activated at tz to node C activating at a third 
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time ( tz ) , where tz occurs after tz . The activation time of a fraction of nodes that activate at time t may be denoted by 
third activated node 401 ( e.g. , node C ) of network 302 is D ( t ) and the fraction of nodes active at t by Q ( t ) , so that 
thus labeled as tz in FIG . 4C . With no additional nodes 102 Q ( t ) -- D ( T ) . 
activating during the cascade at any intervening times For both the forward solution and the topological inver 
between the activations of nodes B and C , dotted - line edges 5 sion , the probability that m out of k providers of a node have 
402 may be at least inferred to connect nodes B and C and activated after a time t may be approximated as : nodes A and C in network 302 . 

FIG . 4C also depicts the conclusion of the cascade in 
network 302 , where a fourth node 102 ( e.g. , node D ) was not 
activated during the cascade , and thus is not shaded in FIG . 10 Bím , k , Qít ) ) ) ) " ( 1 - Q ( 0 ) * - m , 
4C . Thus , the network structure depicted by the shaded 
nodes 102 and dotted - line edges 402 in FIG . 4C does not 
provide an actual network structure for network 302. Fol where Q ( t ) is the fraction of nodes active at t . In one 
lowing the conclusion of the cascade , the respectively deter embodiment , Q ( t ) is determined recursively . 
mined activation times for nodes A , B , and C , and the 15 For a node with k providers , the probability D ( t ) of 
absence thereof for node D , provides an incomplete picture activating is the sum over all possible number of activated 
of the network structure , and answering , with a high degree providers of the product of the probability of that number of 
of confidence , the question of whether node A is connected providers being active and the value of f at that number . 
to node B , to node C , or to both nodes B and C , and likewise Since the degree distribution ( T ( k ) ) is the fraction of nodes 
whether of not nodes B and C are connected , is addressed by 20 with indegree k , for a random node with unknown indegree , the disclosed methods and systems . Given determined D ( t ) may be defined as : respective activation times for each of the activated nodes 
401 ( e.g. , A , B , and C ) , the dotted - line edges 402 shown in 
FIG . 4C represent each pairwise combination ( e.g. , A - B , ( 1 ) A - C , B - A , B - C , C - A , and C - B ) of activated nodes 401 from 25 D ( t ) = T « ) Ž Blm , k , Q ( 1 – 1 ) f ( m / 6 ) the four activated nodes 401 ( e.g. , nodes A , B , and C ) . 

FIG . 4D illustrates network 302 for which an actual 
network structure is provided using the disclosed methods 
and system . In FIG . 4D , the actual structure of network 302 This is a recursive equation , and solving it commences at 
is depicted by true edges 404 connecting node A to node B 30 t = 1 , since all nodes are inactive at t = 0 , D ( 1 ) = f ( 0 ) . For t22 , 
and node B to node C. As further shown and described D ( t ) is obtained in terms of Q ( t - 1 ) = Ex - 1-1 D ( i ) from Eqn . ( 1 ) 
below , the application of the disclosed systems and methods which is easily iterated . This recursive equation was studied 
to provide the network structure of , for purposes of example in detail in Ref . [ 20 ] . 
only , network 302 includes a mapping of true edges between FIG . 7 illustrates forward dynamics for a random network 
nodes A and B , and between nodes B and C. 35 as a plot of the fraction of active nodes versus activation 

Referring now to FIGS . 5-11 , one embodiment of the times using numerical simulations and using a theoretical 
disclosed method includes steps executed on a computing formula ( based on Eqn . ( 1 ) ) in accordance with one embodi 
device or a computing system 602 to provide a network ment of the disclosure . As shown in FIG . 7 , obtaining D ( t ) 
structure for a network ( e.g. , network 302 ) . FIG . 5 is a for t22 in terms of Q ( t - 1 ) = EC - 1 ° D ( i ) from Eqn . ( 1 ) agrees 
flowchart of one embodiment of the disclosed method . 40 reasonably well with numerical simulations for the random 
Method 500 includes the step of identifying 502 an occur network . Thus , for a network of interest ( e.g. , network 302 ) , 
rence of a cascade amongst a plurality of nodes of the the step of assigning the forward dynamics rule may include 
network . Method 500 includes the step of determining 504 first obtaining an approximate forward formula ( e.g. , the 
respective activation times for each activated node of a forward dynamics rule ) for the number of affected nodes . 
plurality of activated nodes 401 activated during the cas- 45 For the assigning step , in one embodiment of the dis 
cade . Method 500 includes the step of computing 506 , for closed method , the assigning step includes assigning the 
each pairwise combination of activated nodes 401 from the forward dynamics rule based on an activation dependence of 
plurality of activated nodes 401 and based on the respective each activated node 401 on at least one other activated node 
activation times , a connection probability that a pair of 401 of the plurality of activated nodes 401 . 
nodes 401 from the plurality of activated nodes 401 is 50 As noted above , a wide variety of network systems and 
connected by an edge ( e.g. , edge 402 ) . Method 500 includes models are amenable for application of the disclosed sys 
mapping 508 a true edge ( e.g. , true edge 404 ) between two tems and methods [ 1 , 2 , 5-19 ] . In some of these network 
activated nodes 401 of the plurality of activated nodes 401 models , nodes activate when a critical fraction of their 
in the network ( e.g. , network 302 ) based on computed providers ( in - neighbors ) activate . In others , nodes do not 
connection probabilities for the each pairwise combination . 55 deterministically activate when the number of active pro 

In one embodiment , the disclosed method includes an viders meets a threshold ; instead their probability of acti 
assigning step . The assigning step includes assigning to the vation jumps to a different value . In several other models , 
network ( e.g. , network 302 ) a forward dynamics rule by every active node linearly adds to the activation probability 
which the cascade propagates amongst the plurality of nodes of their common neighbor . In general , a node can respond to 
( e.g. , activated nodes 401 ) of the network . In the embodi- 60 its neighbors arbitrarily . 
ment , the computing 506 step includes computing 506 the Thus , in operation of the disclosed systems and methods , 
connection probability based on the assigned forward in one embodiment , for the assigning step , the forward 
dynamics rule . dynamics rule includes an activation probability of each 

Forward Dynamics . activated node . In one embodiment , where the forward 
Considering the general model where the probability that 65 dynamics rule includes an activation probability of each 

a node activates is an arbitrary function f ( m / k ) of the ratio activated node , each activated node has at least one provider 
of the number of active providers m and its indegree k , the node in the network . In this embodiment , the activation 

t - 1 
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probability is a function ( e.g. , f ( m / k ) ) of a fraction of a “ measurements ” are further processed locally to the respec 
number of activated provider nodes of the each node over a tive node ( s ) ) transmitted to computing system 602 by sen 
total number of provider nodes of each activated node . In sors 605 in the network . Similarly , where the nodes 102 of 
one embodiment , the disclosed methods and systems include the network ( e.g. , network 302 ) represent neurons of the 
selecting the forward dynamics rule function prior to assign- 5 human brain , sensors 605 may provide signal 603 data 
ing the forward dynamics rule to the network of interest indicative of respective excitation states of the neurons . 
( e.g. , network 302 ) . In one embodiment , a network of In another example , the nodes ( e.g. , nodes 102 ) of the 
interest may have a plurality of forward dynamics rule network ( e.g. , network 302 ) may represent people having 
approximations in the form of a plurality of f ( m / k ) func client devices 606 ( e.g. , smartphones ) connected directly or 
tions , and the step of assigning the forward dynamics rule to 10 indirectly ( e.g. , via intermediate servers , not shown in FIG . 
the network of interest may include selecting one forward 6 ) to the computing system 602. In such cases , a person or 
dynamics rule function from a plurality of different ones of group associated with respective nodes 102 may transmit 
the function . signal ( s ) 603 via their respective client device ( s ) 606 to 

In one embodiment , method 500 includes a selecting step . indicate their respective activation status . Alternatively , or in 
In the embodiment , the selecting step includes selecting the 15 addition to , person ( s ) transmitting signal ( s ) 603 to comput 
function for the activation probability prior to performing ing system 602 using client device ( s ) 606 , such persons 
the assigning step . In one embodiment , the selecting step represented by nodes 102 in network 302 ( e.g. , operators of 
includes selecting , for the assigning step , one activation transmission transformers and other machines ) may , for 
probability function from a plurality of different ones of the example , transmit signal ( s ) 603 as reports 608 to a user 610 
activation probability function . As further described below 20 of computing system 602. Such reports 608 may be in the 
with reference to Table 1 , the particular choose of the form of phone calls , text messages , SMS messages , and / or 
activation probability function from a plurality of different emails . In that case , user 610 may relay , via a user interface 
functions in which each function depends on m / k may 611 , information contained in the reports 608 to computing 
influence the % accuracy of the network structure provided system 602 as input data 612. Likewise , the assigning step 
by the disclosed systems and methods for particular net- 25 of method 500 may include the user 610 assigning the 
works of interest . In another embodiment , method 500 may forward dynamics rule , discussed above , by providing it to 
include a step of assigning the degree distribution ( T ( k ) ) to computing system 602 as input data 612 via user interface 
the network of interest ( e.g. , network 302 ) . 611. In one embodiment of the disclosed methods and 

In another embodiment , method 500 may be performed a systems , the forward dynamics rule may be stored in 
first time for a first number of times using a first assigned 30 memory device ( s ) ( e.g. , non - transitory and / or transitory 
forward dynamics rule function , and then method 500 may processor 614 - readable data storage media ) of a storage 
be performed for at least a second time for a second number system 616 of computing system 602 . 
of times using at least a second assigned forward dynamics In the various embodiments , discussed above by way of 
rule function , where the first and the at least a second example only , the identifying 502 step facilitates detecting 
assigned forward dynamics rule functions are different from 35 ( by way of signals 603 ) , inputting ( e.g. , by way of input data 
one another . In one embodiment , the first and the at least a 612 ) , and / or otherwise providing an indication , as data , to 
second assigned forward dynamics rule functions are both computing system 602 to identify the occurrence of a 
functions of m / k . In one embodiment , the first number of cascade amongst the plurality of nodes 102 of network 302 . 
times and the second number of times are equal in number . In one embodiment , the occurrence of the cascade is deemed 
In this embodiment , method 500 may including selecting the 40 identified by computing system 602 and / or user 610 when 
forward dynamics rule function for use in the assigning step one of the plurality of nodes 102 activates in network 302 . 
of the disclosed methods and systems based on a resultant In another embodiment , the occurrence of the cascade is 
accuracy ( e.g. , accuracy ( % ) ) for the provided network deemed identified by computing system 602 and / or user 610 
structure . In one embodiment , the forward dynamics rule when at least two of the plurality of nodes 102 activates in 
function selected for assigning to the network of interest 45 network 302 . 
from among the first and the at least a second assigned Thus , in one embodiment of method 500 , the identifying 
forward dynamics rule function is that assigned forward 502 step facilitates accomplishing the determining 504 step . 
dynamics rule function resulting in the greatest resultant In one embodiment , the signal ( s ) 603 contain the respective 
accuracy for the network of interest . activation time data for each node of the plurality of acti 

In yet another embodiment , a particular forward dynamics 50 vated nodes activated during the cascade . In another 
rule function may be known to be applicable to the network embodiment , the signal ( s ) 603 contain data that , upon fur 
of interest , in which case that one particular forward dynam ther processing by processor ( s ) 614 of computing system 
ics rule function is assigned to the network of interest . 602 , provide the respective activation time data for each 

For the identifying 502 step of method 500 , the occur node of the plurality of activated nodes activated during the 
rence of the cascade may include receiving one of more 55 cascade . 
signals 603 from the network ( e.g. , network 302 ) at a In operation , in one embodiment of the disclosed methods 
communication interface 604 of computing system 602. In and systems , the identifying 502 and determining 504 steps 
one embodiment , the signal ( s ) 603 may include data encod are performed by processor ( s ) 614 of the computing system 
ing an activation status of one or more nodes ( e.g. , nodes 602. In one embodiment , the computing system 602 includes 
102 ) of the network ( e.g. , network 302 ) . For example , and 60 processing instructions encoded as software 620 in storage 
without limitation , in the case of a network of distribution system 616. In one embodiment , software 620 code is stored 
transformers in an electric grid , each node includes at least in non - transitory processor 614 - readable storage media in 
one distribution transformer , and the signal ( s ) 603 may the memory device ( s ) of storage system 616. In one embodi 
provide encoded data indicating the operational status of ment , software 620 encoded in the storage system 620 
each node . Such operational status - indicating signal ( s ) 603 65 includes a plurality of software 620 modules . In one embodi 
for electrical , mechanical , and other machines and physical ment , the identifying 502 step is performed by the pro 
objects and systems may be directly or indirectly ( e.g. , after cessor ( s ) 614 using processing instructions encoded as soft 
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ware 620 in an identifying module 622. In one embodiment , time of the activated node 401 of network 302. In one 
the determining 504 step is performed by the processor ( s ) embodiment , the fourth operation 916 includes further pro 
614 using processing instructions encoded as software 620 cessing by processor ( s ) 614 to read and / or analyze the signal 
in a determining module 624 . data in memory device ( s ) of storage system 616 and / or in 

FIG . 9 illustrates a flow chart of operations performed by 5 cache ( s ) 618 to thereby determine the activation time . After 
processor ( s ) 614 using processing instructions stored as processor ( s ) 614 execute the fourth operation 916 , the 
software 620 in the identifying 622 and determining 624 processing instructions of determining module 624 include 
modules . In one embodiment , the processing instructions of a fifth operation 918 for the processor ( s ) 614 to store the 
identifying module 622 include a first query 902 for the activation time data and / or determined values in a data 
processor ( s ) 614 to ascertain , including via communication 10 structure 802 , as shown in FIG . 8 . 
interface 604 and / or input data 612 , if signal ( s ) 603 are After processor ( s ) 614 execute the fifth operation 918 , the 
received from the network of interest ( e.g. , network 302 ) . In processing instructions of determining module 624 direct the 
first query 902 , if signal ( s ) 603 are not received from processor ( s ) 614 to commence reading and executing the 
network 302 , then the processor ( s ) 614 return to a start state processing instructions of a computing module 626 , as 
903 to continue to ascertain if signal ( s ) 603 are received 15 described below . During or after processor ( s ) 614 execute 
from network 302. In first query 902 , if signal ( s ) 603 are fifth operation 918 , the processing instructions of the deter 
received from network 302 , then the processing instructions mining module 624 include a fifth query 920 for the pro 
of identifying module 622 direct the processor ( s ) 614 to cessor ( s ) 614 to ascertain if all activated nodes 401 activated 
perform a first operation 904 to read and / or store the signal during the cascade are accounted for by the computing 
data in memory device ( s ) of storage system 616 and / or in 20 system 602. In one embodiment of the disclosed methods 
cache ( s ) 618. After executing first operation 904 , the pro and systems , the fifth query 920 includes processor ( s ) 614 
cessing instructions of identifying module 622 direct the reading all data stored in data structure 802 and identifying 
processor ( s ) 614 to perform a second operation 906 to read a presence , or a lack thereof , of missing data as compared to 
and / or analyze the signal data . a listing of known network nodes ( 102 and / or 401 ) for the 

After processor ( s ) 614 execute the second operation 906 , 25 network of interest ( e.g. , network 302 ) . In fifth query 920 , if 
the processing instructions of identifying module 622 all activated nodes 401 activated during the cascade are not 
include a second query 908 for the processor ( s ) 614 to accounted for , then the processing instructions of determin 
ascertain if the signal data indicates an occurrence of a ing module 624 direct the processor ( s ) 614 to the first query 
cascade on network 302. In second query 908 , if the signal 902 to continue to ascertain if signal ( s ) 603 are received 
data does not indicate the occurrence of a cascade on 30 from network 302. In fifth query 920 , if all activated nodes 
network 302 , then the processor ( s ) 614 return to the first 401 activated during the cascade are accounted for , then the 
query 902 to continue to ascertain if signal ( s ) 603 are processing instructions of determining module 624 direct the 
received from network 302. In second query 908 , if the processor ( s ) 614 to an end state 922 for the identifying 622 
signal data does indicate the occurrence of a cascade on and determining 624 modules of software 620. In one 
network 302 , then the processing instructions of identifying 35 embodiment , the end state 922 returns to the start state 903 
module 622 direct the processor ( s ) 614 to a third query 910 upon computing system 602 identifying 502 additional 
to ascertain if the signal data provides ( e.g. , either directly , signal ( s ) 603 from the network of interest ( e.g. , network 
or indirectly after further processing by processor ( s ) 614 ) 302 ) . In one embodiment , this transition from end state 922 
time of activation and activated node 401 identification ( ID ) to start state 903 may occur for additional occurrences ( e.g. , 
data . In third query 910 , if the signal data does not provide 40 “ experiments ” ) of cascades in network 302 . 
time of activation and activated node 401 ID data , the The computing 506 step of method 500 proceeds either 
processing instructions of identifying module 622 include a concurrently with , or following the identifying 502 and / or 
fourth query 912 for the processor ( s ) 614 to ascertain if time determining 504 steps . In one embodiment , the computing 
of activation and activated node 401 identification ( ID ) data 506 step includes computing a connection probability that a 
is otherwise available ( e.g. , by contacting individual nodes 45 pair of activated nodes 401 from the plurality of activated 
to obtain the desired data via outgoing inquiry signals 623 nodes 401 activated during the cascade is connected by an 
from the computing system 602 to network 302 ) . In fourth edge 402. In one embodiment , the computing 506 step takes 
query 912 , if time of activation and activated node 401 ID as input the respective activation times determined during 
data is not otherwise available , then the processor ( s ) 614 the determining 504 step . In this embodiment , the computed 
return to the first query 902 to continue to ascertain if 50 connection probabilities for each pairwise combination of 
signal ( s ) 603 are received from network 302 . activated nodes 401 from the plurality of activated nodes 

In third query 910 , if the signal data does provide time of 401 activated during the cascade are based on the activation 
activation and activated node 401 ID data , then the process times determined during the determining 504 step . As sig 
ing instructions of identifying module 622 direct the pro nal ( s ) 603 are received from network 302 at the communi 
cessor ( s ) 614 to commence reading and executing the pro- 55 cation interface 604 , processor ( s ) 614 may mediate storing 
cessing instructions of the determining module 624. In activation time data for the respective activated nodes 401 in 
fourth query 912 , if time of activation and activated node memory device ( s ) ( e.g. , non - transitory and / or transitory 
401 ID data is otherwise available , then the processing processor 614 - readable data storage media ) of a storage 
instructions of identifying module 622 direct the pro system 616 of computing system 602. The storage system 
cessor ( s ) 614 to execute a third operation 914 to obtain those 60 616 may facilitate storing the activation time data in one or 
data . After processor ( s ) 914 execute the third operation 914 , more data structures , including , without limitation , data 
the processing instructions of identifying module 622 direct structure 802 , as shown in FIG . 8 . 
the processor ( s ) 614 to commence reading and executing the In another embodiment , the computing 506 step takes as 
processing instructions of the determining module 624 . input the respective activation times determined during the 

The processing instructions of determining module 624 65 determining 504 step and the forward dynamics rule 
commence with a fourth operation 916 for the processor ( s ) assigned ( e.g. , by user 610 as input data 612 ) . In this 
614 to determine , based on the signal data , the activation embodiment , the computed connection probabilities for each 
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pairwise combination of activated nodes 401 from the Thus , in one embodiment , method 500 includes an iter 
plurality of activated nodes 401 activated during the cascade ating step . The iterating step includes iterating , for a plural 
are based on both the activation times determined during the ity of iterations and for a plurality of cascades , through the 
determining 504 step and the forward dynamics rule identifying 502 , the determining 504 , and the computing 506 
assigned during the assigning step . steps . In one embodiment , method 500 further includes 

In one embodiment of method 500 , the computing 506 iterating , for the plurality of iterations and the plurality of step includes assigning respective connection weight values cascades , through the mapping 508 step . In one embodi to the each pairwise combination , the respective connection ment , the mapping 508 step includes performing the map weight values equal to respective computed connection 
probability values for the each pairwise combination . In one 10 embodiment of the disclosed methods and systems , the 

ping after completing the plurality of iterations . In one 
embodiment , assigning the respective connection weight 
values is performed during the computing 506 step . In one iterating step facilitates increasing , as compared to a pro 

vided network structure based on a first iteration of the embodiment , assigning the respective connection weight plurality of iterations , an accuracy of the provided network values is performed during the mapping 508 step . structure during the mapping 508 step . Topological Inversion . In one embodiment of the disclosed systems and methods ; The computing 506 step of method 500 facilitates deter the identifying 502 step includes , for a first iteration , first mining at least an approximation of the structure of a identifying an occurrence of a first cascade ; and the deter network of interest using the activation times for activated mining 504 step includes , for the first iteration , first deter nodes 401 during the cascade in the network ( e.g. , network 
302 ) . Underlying the disclosed method is an assumption that 20 activated node 401. In the embodiment , method 500 further mining a first set of respective activation times for each 
an unknown network undergoes cascades numerous times includes , for at least a second iteration , second identifying and that respective active times for each activated node 401 an occurrence of at least a second cascade ; and for the at in each cascade are available ( e.g. , by performance of the least a second iteration , second determining at least a second identifying 502 and determining 504 steps , described 
above ) . A directional connection from a first node ( i ) to a 25 of the plurality of activated nodes 401 activated during the set of respective activation times for each activated node 401 

second node ( j ) , and a lack thereof , is denoted as : at least a second cascade . In the embodiment , the computing 
respectively . 506 step includes , for each pairwise combination of acti 

Bayes theorem is frequently used in inverse problems vated nodes 401 of the first and the at least a second 
related to networks . It has been successfully applied in cascades , computing the connection probability based on the 
several problems where network properties need to be first and the at least a second sets of respective activation 
inferred [ 12-16 ] . Bayesian methods have also been used to times . 
infer Bayesian networks [ 21 ] . For each cascade “ experiment , ” processor ( s ) 614 access 
Let N and E be the network size and edge number . In the and read activation time data from memory device ( s ) in 

storage system 616 during the computing 506 step . In one absence of any information , the probability that ij for 35 embodiment of method 500 , during the computing 506 step , randomly chosen nodes i and j is the fractional edge density the processor ( s ) 614 access and read data for the forward ( ratio of edges to number of possible edges ) : dynamics rule , also stored in the memory device ( s ) of 
storage system 616. In one embodiment , processor ( s ) 614 
may access the activation time data and mediate storing it in 
one or more caches 618. In one embodiment , while proces N ( N - 1 ) sor ( s ) 614 are performing the computing 506 step to com 
pute the connection probabilities for each pairwise combi 

where 2 denotes absence of information . nation of activated nodes for node A of network 302 , for 
The Bayes theorem is used to update probabilities when instance , processor ( s ) 614 concurrently access activation 

new information arrives . For events A and B , it states that time data for node B from storage system 616 and mediate 
P ( AIB ) = P ( A12 ) P ( BIA ) / P ( B ) . For networks of interest for storing it in the cache ( s ) 618. In one embodiment , including , 
applying the disclosed methods and systems , when a first for example , upon detecting an occurrence of a cascade 
cascade occurs , determined data from this first “ experiment ” during the identifying step , processor ( s ) 614 access forward 
provides the time when i and j activate ( E , denote this dynamics rule data from storage system 616 and mediate its 
event ) , and the Bayes theorem gives us : storage in the cache ( s ) 618 . 

After all cascades ( " experiments , ” including , without 
P1 ; -- ; = WPE , lij ) / P ( E1 ) limitation , just one cascade occurring in the network of 

interest - e.g . , network 302 ) are completed , the processor ( s ) 
614 will compute a probability corresponding to each P ( E ) = P ( El ) + ( 1-0 ) PE 10 ) ( 2 ) 55 

These probability values may be updated iteratively as ordered pair of activated nodes 401 , P ( jall data ) , and , for 
more cascades happen and more pairs of times for the the mapping 508 step of method 500 , choose E edges 402 
activation of i and j are determined and provided as inputs with the highest probabilities and infer that they must be true 
for the computing 506 step , as follows : edges 404. Thus , in one embodiment of the disclosed 

60 systems and methods , method 500 further includes deter 
mining , for each activated node having two or more pairwise Pn ; -- ; = Pn - 1 ; i - » ; P ( E lij ) / P ( En ) ( 3 ) combinations of activated nodes 401 , a greatest computed 

where , connection probability from among a plurality of computed 
PCE , ) = P - 13 - „ , PCE , 1?j ) + Pm - 1 ; i + P ( E , 10 ) , connection probabilities . In the embodiment , the mapping 

65 508 step includes mapping the true edge 404 between the Priv = Paijlty : 12 tju , ty : 2 , 1 : 2 , ... tyyn tyn ) , two activated nodes based on the determined greatest com 
P , 14 : = 1 - P puted connection probability . 

E 40 plu | ) = N ( N - 1 ) = 

45 
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In one embodiment , the computing 506 step includes an method 500 , D ( t ) and Q ( t ) is obtained by simply counting , 
intermediate determining step , performed by the pro by the processor ( s ) 614 , the number of activations that 
cessor ( s ) 614 , for determining how the probability that one time . 
node 401 activates at t , and the other at tz is affected by the As the number of nodes of networks increase , the acti 
presence of a directed edge between the two nodes 401 ( e.g. , 5 vation of two arbitrarily chosen nodes at two different times 
nodes A and B in FIGS . 4A - 4D ) . In one embodiment , this become more and more independent , at least as an approxi 
intermediate determining step includes a theoretical method . mation . So , P ( t1 , tz ) -D ( t . ) D ( t2 ) for two times t and tz . This 
In another embodiment , this intermediate determining step fact is taken advantage of by processor ( s ) 614 to obtain 
includes a semi - empirical method . P ( t , 0 ) , which is required in the Bayes ' theorem ( Eqn . ( 3 ) ) , 

Theoretical Method . 10 as follows : 
For the theoretical method , the processor ( s ) 614 calculate D ( t : D ( t ) = P ( 1,1,1 ) + ( 1 - w ) P ( 1,1,16 ) 

and store in memory device ( s ) of the storage system 616 , at 
least as an approximation : ( i ) P ( t tlij ) ; and ( ii ) P { t , 1,16 ) , Then , these two P values P ( t ; st ; lij ) and P ( t ; , t ; ] ) , calculated 

by the processor ( s ) 614 and stored in memory devices of the which respectively denote : storage system 616 , may be accessed and read by pro 
( i ) an activation probability that a first activated node 401 cessor ( s ) 614 for purposes of computing the connection 

of the pair of activated nodes 401 and a second activated probabilities of the network of interest ( e.g. , network 302 ) in 
node 401 of the pair of activated nodes 401 activates at a first the computing 506 step . In one embodiment , processor ( s ) 
time and at a second time , respectively , given that the first 614 may use the two calculated P values for purposes of 
and second activated nodes 401 have the edge between 20 calculating the values provided by Eqn . ( 1 ) and Eqn . ( 2 ) , 
them ; and above , for the computing 506 and mapping 508 steps of 

( ii ) an activation probability that the first activated node method 500 . 
401 of the pair of activated nodes 401 and the second In summary , in one embodiment of the disclosed systems 
activated node 401 of the pair of activated nodes 401 and methods having the intermediate determining step of the 
activates at the first time and at the second time , respectively , 25 computing 506 step embodied in the theoretical method , the 
given that the first and second activated nodes 401 do not computing 506 step includes calculating , for the each pair have the edge between them , and where the second time wise combination : an activation probability that a first node 
occurs after the first time . of the pair of nodes and a second node of the pair of nodes 

Let ij , and j have an indegree k . At a time step when i is activates at a first time and at a second time , respectively , 
inactive , j has a total of k - 1 provider nodes which could given that the first and second nodes have the edge between 
possibly have activated . Assuming all of them to be equiva them . In another embodiment of the disclosed systems and 
lent ( i.e. equally likely to have activated ) , the probability methods having the intermediate determining step of the 
that m of those providers have activated at the given time computing 506 step embodied in the theoretical method , the 
will be a binomial distribution . computing 506 step includes calculating , for the each pair 

After i has activated , there are still k - 1 providers to wise combination : an activation probability that a first node 
choose from but there is an extra node which has activated . of the pair of nodes and a second node of the pair of nodes 
So the probability that j is active is given by activates at a first time and at a second time , respectively , 

given that the first and second nodes do not have the edge 
between them . In yet another embodiment of the disclosed 

( 4 ) systems and methods having the intermediate determining 
0 ; 0 ) = step of the computing 506 step embodied in the theoretical 

method , the computing 506 step includes calculating , for the 
each pairwise combination , both of : P ( tyt lij ) and P ( t , 1,16 ) . 

where , 45 In these embodiments , the computing 506 step includes 
computing the connection probability based on the calcu 
lated activation probabilities . 

f ( m / k ) ( 5 ) Semi - Empirical Method . 
h ( t ) = = { film ) f ( m + 1 ) / k ) 1 > t ; For the semi - empirical method , approximations of 

P ( txtlij ) and P ( t , t , 16 ) , defined above with reference to the 
theoretical method , are obtained from a surrogate network 

In calculating P ( tist ; lij ) , the processor ( s ) 614 compute , and generated by the computing system 602 at the direction of 
store a resulting value in storage system 616 and / or cache ( s ) the user 610. The surrogate network has a plurality of 
618 , of the probability that j activates exactly at t ;, which is surrogate nodes . In one embodiment , the surrogate network 
equal to the difference of the probabilities that j is not active may have similar statistical properties as the network of 
at t ; -1 and the probability that it is active at t ;. That interest ( i.e. , an actual network , e.g. , network 302 ) . In one 
difference value is stored in storage system 616 and / or embodiment , the surrogate network is a random network . 
cache ( s ) 618 , and then processor ( s ) 614 multiple that quan For one or more cascade " experiments ” ( e.g. , simula 
tity by the probability that i activates at t? . tions ) , the computing system 602 and / or the user 610 may 

determine and / or measure the activation probabilities 
P ( tytjü ) = P tlijn ) P ) P ( t , t ; lij ) and P ( t , t , 16 ) on the generated surrogate network 

for all times , including , without limitation , the first and 
P ( t ; t ; l?j ) = D ( t ) ) ( Q ; ( t ; ) - Q ; ( t - 1 ) ] second times . Then , these two activation probability values 

65 determined and / or measured from the surrogate network 
Since the activation time of each activated node 401 in may be stored in memory device ( s ) of the storage system 

each cascade is known from the determining step 504 of 602 , where they may be accessed and read by processor ( s ) 
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614 for purposes of computing the connection probabilities In second query 1004 , the processing instructions of 
of the actual network of interest ( e.g. , network 302 ) during computing module 626 direct processor ( s ) 614 to ascertain , 
the computing step 506 of method 500. In one embodiment , through reading and / or analyzing data stored in memory 
processor ( s ) 614 may use the surrogate network - determined device ( s ) of storage system 616 and / or cache ( s ) 618 , if 
activation probability values for purposes of calculating the 5 forward dynamics rule data for the network of interest ( e.g. , 
values provided by Eqn . ( 1 ) and Eqn . ( 2 ) , above , for the network 302 ) is stored in memory device ( s ) of storage 
computing 506 and mapping 508 steps . A surrogate network system 616 and / or is available for further processing . In 
with the same indegree distribution as that of the unknown second query 1004 , if forward dynamics rule data for the 
network can be easily generated by starting with an empty network of interest ( e.g. , network 302 ) is not stored in 
network and adding random edges to every surrogate node memory device ( s ) of storage system 616 and / or is not 
one by one until the exact desired degree distribution ( T ( k ) ) available for further processing , then the processing instruc 
is reached . tions of computing module 626 direct processor ( s ) 614 to 

In summary , in one embodiment of the disclosed systems execute a first operation 1006 to transmit an alert to user 610 
and methods having the intermediate determining step of the of computing system 602 to inform user 610 of the absence 
computing 506 step embodied in the semi - empirical method , of forward dynamics rule data . After processor ( s ) 614 
the disclosed methods and systems ( e.g. , method 500 ) execute the first operation 1006 , the processing instructions 
includes : a generating step including generating a surrogate of the computing module 626 direct the processor ( s ) 614 to 
network ; a simulating step including simulating the occur an end state 1010 for the computing module 626 of software 

620. In one embodiment , the end state 1010 returns to the rence of the cascade amongst a plurality of surrogate nodes 20 start state 1003 upon computing system 602 identifying that of the surrogate network ; and a determining step including forward dynamics rule data has been input into computing determining , based on the data ( e.g. , activation time data of system 602 ( e.g. , as input data 612 by user 610 ) . In second activated surrogate nodes ) , the two activation probabilities query 1004 , if forward dynamics rule data for network 302 
P ( t.tylij ) and P ( t , 1,16 ) , as defined above with respect to the is stored in memory device ( s ) of storage system 616 and / or 
theoretical method . In the semi - empirical method , these two is available for further processing , then the processing 
activation probability values are determined using surrogate instructions of computing module 626 direct processor ( s ) 
network - obtained activation times , as opposed to the theo 614 to execute a second operation 1012 to read the forward 
retical method , where the values of these two activation dynamics rule data from memory device ( s ) of storage sys 
probabilities are calculated using activation times of acti- 30 tem 616 and / or cache ( s ) 618 . 

After processor ( s ) 614 execute the second operation 1012 , vated nodes 401 of the actual network of interest ( e.g. , 
network 302 ) . The semi - empirical method - determined acti the processing instructions of the computing module 626 

direct the processor ( s ) 614 to execute a third operation 1013 vation probabilities are then utilized during the computing to read the activation time data for respective activated node 506 step of method 500 for computing the connection 
probability values for that actual network of interest ( e.g. , 35 614 execute the third operation 1013 , the processing instruc 401 ID's of the pairwise combinations . After processor ( s ) 
network 302 ) tions of the computing module 626 direct the processor ( s ) In operation , in one embodiment of the disclosed methods 614 to execute a fourth operation 1016 to compute the and systems , the computing 506 and mapping 508 steps are 
performed by processor ( s ) 614 of the computing system connection probability for each pairwise combination . In 
602. In one embodiment , the software 620 encoded in the 40 intermediate determining step of method 500 embodied in one embodiment , the fourth operation 1016 includes the 
storage system 620 includes a computing module 626 and a the theoretical method , as described above . In another mapping module 628. In one embodiment , the computing embodiment , the fourth operation includes the intermediate 506 step is performed by the processor ( s ) 614 using pro determining step of method 500 embodied in the semi cessing instructions encoded as software 620 in the com empirical method , as described above . In either case , puting module 626. In one embodiment , the mapping 508 embodiment , for the fourth operation 1016 , processor ( s ) 614 step is performed by the processor ( s ) 614 using processing 
instructions encoded as software 620 in the mapping module compute the connection probabilities for each of the pair 

wise combinations based on the activation time data , the 628 . forward dynamics rule data , and the two activation prob FIGS . 10 and 11 illustrate flow charts of operations 
performed by processor ( s ) 614 using processing instructions 50 abilities , namely : P ( txt ; lij ) and P { t , 1,15 ) . 
stored as software 620 in the computing 626 and mapping After processor ( s ) 614 execute the fourth operation 1016 , 
628 modules , respectively . In one embodiment , the process the processing instructions of the computing module 626 
ing instructions of computing module 626 include a first direct the processor ( s ) 614 to execute a fifth operation 1018 
query 1002 for the processor ( s ) 614 to ascertain , through to store the computed connection probabilities in data struc 
reading and / or analyzing data stored in memory device ( s ) of 55 ture 802 for each pairwise combination and each respective 
storage system 616 and / or cache ( s ) 618 , if activation time activated node 401 ID . In one embodiment , the processing 
data is stored in data structure 802 and / or available for instructions of computing module 626 include a third query 
further processing . In first query 1002 , if activation time data 1020 for the processor ( s ) 614 to ascertain , through reading 
is not stored in data structure 802 and / or is not available for and / or analyzing data stored in memory device ( s ) of storage 
further processing , then the processor ( s ) 614 returns to a 60 system 616 and / or cache ( s ) 618 , if additional pairwise 
start state 1003 to continue to ascertain if activation time combinations are available in data structure 802 for proces 
data is stored in data structure 802 and / or available for sor ( s ) 614 to compute connection probabilities . In third 
further processing . In first query 1002 , if activation time data query 1020 , if additional pairwise combinations are not 
is stored in data structure 802 and / or is available for further available in data structure 802 for processor ( s ) 614 to 
processing , then the processing instructions of computing 65 compute connection probabilities , then the processing 
module 626 direct the processor ( s ) 614 to a second query instructions of computing module 626 direct the pro 
1004 . cessor ( s ) 614 to execute a sixth operation 1022. For sixth 

in one 45 
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operation 1022 , and for each activated node 401 having two one embodiment , the third operation 1108 includes proces 
or more pairwise combinations stored in data structure 802 , sor ( s ) transmitting the mapped network structure data ( e.g. , 
the processor ( s ) 614 determine the greatest connection prob via wireless data transmission and / or via wired data trans 
ability value from among the plurality of computed connec mission ) to a location distal the computing system 602 for 
tion probabilities . After processor ( s ) 614 execute the sixth 5 viewing at some location other than the computing system 
operation 1022 , the processing instructions of the computing 602 . 
module 626 direct the processor ( s ) to execute a seventh After processor ( s ) 614 execute the third operation 1108 , 
operation 1024 for the processor ( s ) 614 to store the greatest the processing instructions of the mapping module 628 
connection probabilities determined in the sixth operation direct the processor ( s ) 614 to a second query 1110 for the 
1022 in memory device ( s ) of the storage system 616 and / or 10 processor ( s ) 614 to ascertain if additional activation time 
cache ( s ) 618 . data is stored and / or otherwise available in memory 

After processor ( s ) 614 execute the seventh operation device ( s ) of storage system 616 and / or cache ( s ) 618 for 
1024 , the processing instructions of computing module 626 additional cascade occurrences in the network of interest 
direct the processor ( s ) 614 to commence reading and execut ( e.g. , network 302 ) . In second query 1110 , if additional 
ing the processing instructions of a mapping module 626 , as 15 activation time data is not stored and / or otherwise available 
described below . In third query 1020 , if additional pairwise in memory device ( s ) of storage system 616 and / or cache ( s ) 
combinations are available in data structure 802 for proces 618 , then the processing instructions of mapping module 
sor ( s ) 614 to compute connection probabilities , then the 628 direct the processor ( s ) 614 to an end state 1112 of the 
processing instructions of computing module 626 direct the mapping module 628. In second query 1110 , if additional 
processor ( s ) 614 to execute the sixth operation 1013 and 20 activation time data is stored and / or otherwise available in 
subsequent operations ( 1016 , 1018 ) until the third query memory device ( s ) of storage system 616 and / or cache ( s ) 
1020 is again reached in computing module 626 . 618 , then the processing instructions of mapping module 

The processing instructions of the mapping module 628 628 direct the processor ( s ) 614 to commence reading and 
commence with a first query 1102 for the processor ( s ) 614 executing the processing instructions of the third operation 
to ascertain if values for greatest computed connection 25 1013 of the computing module 626 . 
probabilities for each activated node 401 are stored as data As described in U.S. Provisional Patent Application No. 
in memory device ( s ) of storage system 616 and / or cache ( s ) 62 / 461,912 and Sushrut Ghonge and Dervis Can Vural , 
618. In first query 1102 , if values for greatest computed Inferring Network Structure from Cascades , Physical 
connection probabilities for each activated node 401 are not Review E 96 , 012319 ( 2017 ) ( hereinafter referred to as the 
stored as data in memory device ( s ) of storage system 616 30 “ 2017 Paper ” ) , when the degree distribution ( T ( k ) ) for the 
and / or cache ( s ) 618 , then the processing instructions of network of interest ( e.g. , network 302 ) is not known , its 
mapping module 628 direct the processor ( s ) 614 to the first edges can be considered to be pairs of random variables . 
query 1102 to continue to ascertain if values for greatest Some methods have been developed to infer network struc 
computed connection probabilities for each activated node tures by finding joint information or correlation between 
401 are stored as data in memory device ( s ) of storage system 35 these variables [ 10 ] . Observations such as these may be 
616 and / or cache ( s ) 618. In first query 1102 , if values for exploited , since if a node activates at some time , it is quite 
greatest computed connection probabilities for each acti likely that one or more of its providers activated just before 
vated node 401 are stored as data in memory device ( s ) of it . As such , a heuristic method may be employed as a part of 
storage system 616 and / or cache ( s ) 618 , then the processing the disclosed methods and systems by determining how 
instructions of mapping module 628 direct the processor ( s ) 40 often one node activates right after another in time , and 
614 to execute a first operation 1104 to read the greatest choosing the edges between nodes with the highest number 
computed connection probabilities for each activated node of such consecutive activations . 
401 from the memory device ( s ) of storage system 616 In one embodiment , the degree distribution T ( k ) for a 
and / or cache ( s ) 618 . network of interest ( e.g. , network 302 ) for which I ( k ) is not 

After processor ( s ) 614 execute the first operation 1104 , 45 known may be determined at least approximately using the 
the processing instructions of the mapping module 628 heuristic method . In one embodiment , the heuristic method 
direct the processor ( s ) 615 to execute a second operation may utilize a computer - simulated network to determine I ( k ) 
1106. In the second operation 1106 , the processor ( s ) 614 for the surrogate network ( e.g. , for method 500 including , 
map the true edge 404 between two activated nodes 401 of without limitation , the semi - empirical method embodiment 
the plurality of activated nodes 401 in the network based on 50 of the intermediate determining step ) and / or for the network 
the determined greatest computed connection probabilities of interest ( e.g. , for method 500 including , without limita 
determined as described above with reference to the com tion , the theoretical method embodiment of the intermediate 
puting module 626 shown in FIG . 10. After processor ( s ) 614 determining step ) . In one embodiment , the network for 
execute the second operation 1106 , the processing instruc which the heuristic method determines I ( k ) for is a random 
tions of the mapping module 628 direct the processor ( s ) to 55 network . In one embodiment , this heuristic method - deter 
execute a third operation 1108 to output a mapped network mined T ( k ) is assigned to the network of interest . In one 
structure ( e.g. , of network 302 ) in a human - readable format . embodiment , assigning 1 ( k ) to the network of interest for 
In one embodiment , the third operation 1108 includes pro which I ( k ) is not known may increase an accuracy of the 
cessor ( s ) 614 outputting the mapped network structure of provided network structure as compared to a provided 
network 302 for viewing on a display device ( e.g. , monitor ) 60 network structure without assigning the using the T ( k ) , 
coupled to the computing system 602. In one embodiment , including , without limitation , embodiments for which the 
the third operation 1108 includes processor ( s ) 614 output intermediate determining step includes the theoretical 
ting the mapped network structure of network 302 for method or the semi - empirical method . Instead of , or in 
printing by a printer device coupled to the computing device addition to , using the heuristic method for determining I ( k ) 
602. In one embodiment , the third operation 1108 includes 65 as described above , the heuristic method may be employed 
processor ( s ) 614 outputting the mapped network structure of as a standalone method executed by computing system 602 
network 302 for viewing as a file on the display device . In for a network of interest ( e.g. , network 302 ) to infer its 
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network structure in an at least approximate manner , as is equal to 0.4 times the number of possible edges - i.e . , 
discussed in the examples provided below ( e.g. , as shown 0.4N ( N - 1 ) in FIG . 13C . Edge density was fixed at 4 % in 
and described below with reference to FIGS . 12A - 12D and the FIG . 13C plot . 
13A - 13C ) . When it is used in this way , the heuristic method In all plots ( FIGS . 12A - 12D and 13A - 13C ) and tables 
does not require knowledge of the T ( k ) of the network of 5 discussed herein with respect to the examples provided , the 
interest and does not require using Bayes theorem according reported accuracy ( % ) results are not reported accuracies as 
to the discussion provided above . defined by the fraction of correctly identified connectivity 

The above disclosed methods and system are further matrix elements ( e.g. , of a mapped network structure for a 
detailed in the 2017 Paper and its Supplemental Material . network of interest ) , but rather as a fraction of correctly 
The 2017 Paper and its Supplemental Material are both 10 identified edges in the network of interest . For example , in 
incorporated by reference herein in their entirety . a network of 100 nodes and 100 edges , it must be decided 

whether ~ 104 entries of the connectivity matrix is a 0 or 1 . 
Examples If 10 false edges were identified ( and hence , also 10 true 

edges were not identified ) , the reported accuracy ( % ) would 
15 be 90 / 100 = 90 % instead of 9980 / 104 = 99.8 % . In addition to The accuracy of the disclosed systems and methods were the threshold forward dynamics rule model discussed with tested using simulations of various forward dynamics rule reference to the first provided example , above , other forward models on known synthetic and real networks and used the dynamics rule models ( without varying all possible param activation time of nodes from the simulations as if experi eters of these models ) were evaluated . For these additional 

mental data . Network structures provided by the disclosed 20 examples , success rates are reported in Table 1 , which lists 
systems and methods were then compared to the actual ones . accuracy ( % ) of inversion for some general models of the 
As a first example , a generalized version of [ 8 ] was kind f ( m / k ) = 0.04 + 0.96 g ( m / k ) , for N = 200 , E = 1563 , 

inverted such that f ( m / k ) = y if m / k fand if m / k2fc . In obtained from 2000 cascades on a random network . 
other words , a node changes its activation probability if 
more than a critical number of providers activate . For the 25 TABLE 1 
example , all forward dynamics rule mode parameters were 
varied , and the resulting accuracies are plotted in FIGS . Theoretical Semi - Empirical Heuristic 

g ( m / k ) 12A - 12D . We varied all model parameters for this example ( Theo . ) ( SE ) ( Heur . ) 

and plotted our accuracy in FIGS . 12A - 12D . For FIG . 12A 
y ( failure rate ( if live providers of node below critical 30 ( m / k ) ? 
fraction f . ) ) was varied , for FIG . 12B critical fraction ( f . ) 1 - ( 1 - m / k ) ? 

exp ( -m / k ) 
was varied , for FIG . 12C ? ( failure rate ( if live providers of exp ( -3 m / k ) 99.73 
node above critical fraction ( f . ) ) was varied , and for FIG . 
12D the number of experiments used to determine network 
structure was varied . The success rate using embodiments of 35 In another example , synthetic data was used to infer 
the disclosed methods and systems ( e.g. , theoretical method friendships between inmates of the Gagnon and Macrae 
of the intermediate determining step , discussed above ; semi prison . This network consists of 67 prisoners ( nodes ) which 
empirical method of the intermediate determining step , have 182 friendships ( edges ) [ 22 ] . Success rates are reported 
discussed above ; and the heuristic method , discussed above ) in Table 2 , which lists accuracy ( % ) of inference for the 
are plotted in FIGS . 12A - 12D . The forward dynamics rule 40 Gagnon and Macrae prison network : N = 67 , E = 182 , for 
model used for this example was a threshold model , where when : f ( m / k ) is a step function ( threshold forward dynamics 
f ( m / k ) is equal to y for m / k < fc , and ? when m / k > fc The rule model ) with lower value y = 0.04 , higher value == 0.6 and 
parameter space was swept and success rates plotted as a threshold point fe = 0.4 ( left “ Threshold Model ” columns ) , 
function Y , ? , fc ( while keeping the other two constant at and for when : f ( m / k ) = 0.04 + 0.96 m / k ( right “ g ( m / k ) = m / k ” 

columns ) . y = 0.04 , E = 0.6 , f . = 0.4 ) . For all runs the edges and network 45 
size are E = 1484 and N = 200 . The number of experiments 
( cascades ) was 2000 for semi - empirical and theoretical TABLE 2 

methods , except for FIG . 12D where accuracy ( % ) is plotted Threshold Model g ( m / k ) 
versus number of experiments . For the heuristic method , the 
number of experiments is appropriately chosen according to 50 Experiments Theo . Semi - Emp . Heur . Theo . Semi - Emp . 
the plot of FIG . 12D to provide high accuracy . In addition to 
this example using the above - discussed threshold model for 
the forward dynamics rule , other forward dynamics rule 
models were also evaluated ( without varying all possible 
parameters of these models ) and are discussed below with 55 
reference to Table 1 . 

FIGS . 13A - 13C illustrate plots showing the effects of In yet another example , the disclosed methods and sys 
varying the size of the network and the number of edges for tems were used on some undirected graphs such as the 
the example discussed above with reference to FIGS . 12A Zachary’s Karate club network [ 23 ] . This network has 34 
12D . FIGS . 13A - 13C demonstrate the scalability of the 60 karate club members ( nodes ) and has 156 friendships 
disclosed methods and systems . For the specific example ( edges ) between members . In this example , the simulated 
forward dynamics model used for FIGS . 12A - 12D , success experiments resembled studying the spread of opinions and 
rates in accuracy ( % ) measures were evaluated for networks practices among friends . y is included to represent opinion 
of various sizes and densities . The threshold forward dynam formation due to factors other than friends . For this example , 
ics rule model with fc = 0.4 , y = 0.04 , and E = 0.6 was used for 65 success rates are reported in Table 3 , which lists accuracy 
cascades . The number of experiments ( cascades ) is 1600 for ( % ) of inference for Zachary's Karate club network : N = 34 , 
FIG . 13A , is equal to the number of edges in FIG . 13B , and E = 156 , y = 4 % , e = 0.6 , f . = 0.4 . 
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80.22 
84.62 
85.16 
88.46 

0 48.90 
0 70.33 

73.63 78.57 
76.92 89.01 
85.71 90.11 

63.74 
79.67 
87.36 
91.76 
91.21 

0 
45.05 
68.68 
84.62 
86.26 



Heuristic 

5 
100 
200 
500 

1000 

64.74 
65.38 
69.87 
72.75 

79.49 
84.61 
85.90 
85.90 

63.78 
69.23 
73.72 
76.28 

10 

480 565 

Semi Semi 
Theoretical Theoretical 
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TABLE 3 propagates amongst the plurality of nodes of the network , 
wherein the computing includes computing the connection 

Experiments Theoretical Semi - Empirical probability based on the assigned forward dynamics rule . 
3. The method of claim 2 , wherein the assigning includes 

assigning the forward dynamics rule based on an activation 
dependence of the each node on at least one other activated 
node of the plurality of activated nodes . 

4. The method of claim 2 , wherein the forward dynamics Several physicians were surveyed in [ 24 ] and [ 25 ] to rule includes an activation probability of the each node . study how information about a new medicine spreads among 5. The method of claim 4 , wherein the each node has at physicians that have friendly discussions or take profes least one provider node in the network , and wherein the sional advice . This was later modeled as a network problem activation probability is a function of a fraction of a number in [ 26 ] , and effects of marketing were studied in [ 27 ] . In yet of activated provider nodes of the each node over a total another example , we utilized y to simulate the effect of marketing , and the jump at f assumes that a physician starts 15 number of provider nodes of the each node . 
prescribing a medicine with an increased probability E if 6. The method of claim 5 further comprising selecting the 
their colleagues prescribe it . The results of inferring physi function prior to the assigning . 
cians ' relationships with their colleagues using synthetic 7. The method of claim 6 , wherein the selecting includes 
data of cascades ( i.e. , medicine prescriptions ) is given in selecting , for the assigning , one function from a plurality of 
Table 4 , which lists accuracy ( % ) of inference for physician 20 different ones of the function . 
networks ( N = 246 ) : Threshold forward dynamics rule model 8. The method of claim 6 , wherein the selecting includes 
with e = 0.6 , f . = 0.4 y = 4 % . selecting , for the assigning , one function from at least two 

different ones of the function , wherein the one function is 
TABLE 4 selected to facilitate providing a greatest resultant accuracy 

25 for the provided network structure of the network . 
Advice , E Discussion , E 9. The method of claim 1 further comprising : 

determining , for the each node having two or more 
Experiments Empirical Empirical pairwise combinations , a greatest computed connection 

probability from among a plurality of computed con 
nection probabilities , wherein the mapping includes 
mapping the true edge between the two activated nodes 
based on the determined greatest computed connection 
probability . 

10. The method of claim 1 , wherein : 
Although one network of interest ( e.g. , network 302 ) may the identifying includes , for a first iteration , first identi 

be used in the disclosed systems and methods , and in the fying an occurrence of a first cascade ; 
examples discussed above , persons skilled in the art will the determining includes , for the first iteration , first deter 
recognize and appreciate that network structures of a plu mining a first set of respective activation times for the 
rality of networks of interest may be simultaneously pro each node , said method further comprising : 
vided using the disclosed methods and systems . In addition 40 for at least a second iteration , second identifying an 
to , or instead of , providing network structures a plurality of occurrence of at least a second cascade ; and 
networks of interest , the methods and systems disclosed for the at least a second iteration , second determining 
herein may be utilized to determine a degree of similarity at least a second set of respective activation times for 
between provided network structures of two of more net each node of the plurality of nodes activated during 
works , as for example , to ascertain if the two or more the at a second cascade , 
networks of interest share particular attributes and / or char wherein the computing includes , for each pairwise combi 
acteristics in common . nation of activated nodes of the first and the at least a second 

cascades , computing the connection probability based on the 
What is claimed is : first and the at least a second sets of respective activation 
1. A method executed on a computing device to provide 50 times . 

a network structure for a network , said method comprising : 11. The method of claim 1 further comprising assigning a 
identifying an occurrence of a cascade amongst a plurality degree distribution to the network . 
of nodes of the network ; 12. The method of claim 11 further comprising , wherein 

determining respective activation times for each node of the assigned degree distribution is determined heuristically 
a plurality of activated nodes activated during the 55 from a simulated network , the simulated network including 
cascade ; at least one of a surrogate network and a random network . 

for each pairwise combination of activated nodes from the 13. The method of claim 1 further comprising iterating , 
plurality of activated nodes , computing , based on the for a plurality of iterations and for a plurality of cascades , 
respective activation times , a connection probability through the identifying , the determining , and the computing . 
that a pair of nodes from the plurality of activated nodes 60 14. The method of claim 13 further comprising iterating , 
is connected by an edge ; and for the plurality of iterations and the plurality of cascades , 

mapping a true edge between two activated nodes of the through the mapping . 
plurality of activated nodes in the network based on 15. The method of claim 13 , wherein the mapping 
computed connection probabilities for the each pair includes performing the mapping after completing the plu 
wise combination . 65 rality of iterations . 

2. The method of claim 1 further comprising assigning to 16. The method of claim 13 wherein the iterating facili 
the network a forward dynamics rule by which the cascade tates increasing , as compared to a provided network struc 

25 
50 
100 
200 
500 

56.67 
73.12 
82.92 
87.92 
92.71 

62.08 
78.33 
83.12 
88.12 
71.45 

55.40 
72.92 
82.83 
89.03 
92.92 

59.29 
74.69 
83.36 
87.61 
83.62 
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45 
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ture based on a first iteration of the plurality of iterations , an the second time occurs after the first time ; and 
accuracy of the provided network structure during the map the computing includes computing the connection 
ping . probability based on the determined activation prob 

17. The method of claim 1 , wherein the computing ability . 
includes assigning respective connection weight values to 21. The method of claim 1 or claim 2 , wherein the 

computing includes calculating , for the each pairwise com the each pairwise combination , the respective connection bination : weight values equal to respective computed connection an activation probability that a first node of the pair of probability values for the each pairwise combination . nodes and a second node of the pair of nodes activates 
18. The method of claim 1 or claim 2 , wherein the at a first time and at a second time , respectively , given 

computing includes calculating , for the each pairwise com that the first and second nodes do not have an edge 
bination : between them , wherein : 

an activation probability that a first node of the pair of the second time occurs after the first time ; and 
nodes and a second node of the pair of nodes activates the computing includes computing the connection 
at a first time and at a second time , respectively , given probability based on the calculated activation prob 

ability . that the first and second nodes have the edge between 22. The method of claim 1 or claim 2 , said method further them , wherein : executed on the computing device to provide an actual the second time occurs after the first time ; and network structure for the network , said method further the computing includes computing the connection comprising : 
probability based on the calculated activation prob- 20 generating a surrogate network ; 
ability . simulating the occurrence of the cascade on the amongst 

19. The method of claim 18 , wherein the surrogate a plurality of surrogate nodes of the surrogate network ; 
network is a random network . and 

20. The method of claim 1 or claim 2 , said method further determining , based on the simulating , an activation prob 
executed on the computing device to provide an actual 25 ability that a first node of the pair of nodes and a second 
network structure for the network , said method further node of the pair of nodes activates at a first time and at 
comprising : a second time , respectively , given that the first and 

generating a surrogate network ; second nodes do not have the edge between them , 
wherein : simulating the occurrence of the cascade amongst a 

plurality of surrogate nodes of the surrogate network ; the second time occurs after the first time ; 
and the computing includes computing the connection 

determining , based on the simulating , an activation prob probability based on the determined activation prob 
ability that a first node of the pair of nodes and a second ability . 

23. The method of claim 22 , wherein the surrogate node of the pair of nodes activates at a first time and at 
a second time , respectively , given that the first and 35 network is a random network . 
second nodes have the edge between them , wherein : 
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