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HYBRID MACHINE LEARNING-BASED
SYSTEMS AND METHODS FOR TRAINING
AN OBJECT PICKING ROBOT WITH REAL
AND SIMULATED PERFORMANCE DATA

TECHNICAL FIELD

The present disclosure relates to robotic grasping of
objects, and, more particularly, to systems and methods for
machine learning-based training of object picking robots.

BACKGROUND

In at least some known systems and methods for machine
learning-based robot training, limited data sources are uti-
lized, which may reduce the efficiency, speed, and accuracy
of resultant machine learning models. Known systems and
methods may only utilize data from real-world robot picking
experiments. Likewise, known robot training systems and
methods may utilize only synthetic data generated in virtual
environments based on object physical properties. In any
event, a lack of cooperative utilization of numerous sources
of robot grasping performance data from actual and simu-
lated experiments and in both training and run time machine
learning environments may lead to lost opportunities for
efficiency gains for object picking robot training and for the
various industrial processes for which such systems are
applied.

SUMMARY

The systems and methods for hybrid machine learning
(ML)-based training of object picking robots with real and
simulated grasp performance data disclosed herein present a
new and improved processing pipeline for solving robot
picking problems. A hybrid machine learning engine is used
to train the robot to learn the grasp location in both simulated
and real-world environments. A sensor feedback system
fuses multiple sensor signals to evaluate the grasp quality.
The disclosed systems and methods are further capable of
run time/in-line self-correction and fine-tuning the robot
grasp by online learning.

In one aspect, a method for training an object picking
robot with real and simulated grasp performance data is
provided. The method includes assigning a plurality of grasp
locations on an object based on known or estimated physical
properties of the object. The method includes performing a
first simulation experiment for the robot grasping the object
using a first set of the plurality of assigned grasp locations.
The method includes evaluating, based on a first set of
simulation data from the first simulation experiment, a
simulated object grasp quality of the robot grasping for each
of the first set of assigned grasp locations. The method
includes determining a first set of candidate grasp locations
on the object based on data representative of a simulated
grasp quality obtained in the evaluating step for the simu-
lated object grasp quality. The method includes evaluating,
based on a first set of grasp quality sensor data from a first
actual experiment for the robot grasping the object using
each of the first set of candidate grasp locations, an actual
object grasp quality of the robot grasping for the each of the
first set of candidate grasp locations. The method includes,
for the each of the first set of candidate grasp locations,
determining a convergence of the actual object grasp quality
and the simulated object grasp quality based on: the first set
of grasp quality sensor data from the first actual experiment,
and the data representative of the simulated grasp quality.
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In another aspect, a system for training an object picking
robot with real and simulated grasp performance data is
provided. The system includes one or more memory devices,
and one or more processors in communication with the one
or more memory devices and the object picking robot. The
one or more processors are programmed to assign a plurality
of grasp locations on an object based on known or estimated
physical properties of the object. The one or more processors
are programmed to perform a first simulation experiment for
the robot grasping the object using a first set of the plurality
of assigned grasp locations. The one or more processors are
programmed to evaluate, based on a first set of simulation
data from the first simulation experiment, a simulated object
grasp quality of the robot grasping for each of the first set of
assigned grasp locations. The one or more processors are
programmed to determine a first set of candidate grasp
locations on the object based on data representative of a
simulated grasp quality obtained in evaluating the simulated
grasp quality. The one or more processors are programmed
to evaluate, based on a first set of sensor data from a first
actual experiment for the robot grasping the object using
each of the first set of candidate grasp locations, an actual
object grasp quality of the robot grasping for the each of the
first set of candidate grasp locations.

In yet another aspect, a non-transitory computer-readable
storage medium storing processor-executable instructions
for training an object picking robot with real and simulated
grasp performance data is provided. When executed by one
or more processors, the processor-executable instructions
cause the one or more processors to: (a) assign a plurality of
grasp locations on an object based on known or estimated
physical properties of the object; (b) perform a first simu-
lation experiment for the robot grasping the object using a
first set of the plurality of assigned grasp locations; (c)
evaluate, based on a first set of simulation data from the first
simulation experiment, a simulated object grasp quality of
the robot grasping for each of the first set of assigned grasp
locations; (d) determine a first set of candidate grasp loca-
tions on the object based on data representative of a simu-
lated grasp quality obtained in in evaluating the simulated
grasp quality; and (e) evaluate, based on a first set of grasp
quality sensor data from the first actual experiment, an actual
object grasp quality of the robot grasping for the each of the
first set of candidate grasp locations.

The systems and methods for hybrid ML-based training of
object picking robots with real and simulated grasp perfor-
mance data disclosed herein provides users a number of
beneficial technical effects and realizes various advantages
as compared to known systems and methods. Such benefits
include, without limitation, enabling picking and placing of
object(s) with enhanced accuracy, speed, efficiency, and
reduced error rates as compared to known processes. Uti-
lizing the disclosed systems and methods for hybrid ML-
based training of object picking robots thereby results in a
reduction in the required number of per object CPU clock
cycles needed for processor(s) in both training and run time
environments. The systems and methods for hybrid ML-
based training of object picking robots described herein
enable continuous evaluation and monitoring of object
grasping performance so that the hybrid ML operations may
be implemented for fine-tuning and enhancing the accuracy
and robustness of ML models, as needed, including across
numerous robots involved in unit operations. As such, the
disclosed systems and methods for hybrid ML-based train-
ing of object picking robots enable efficient and effective
training of object picking robots in a wide variety of
industrial applications where improved utilization of com-
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puting, memory, network bandwidth, electric power, and/or
human personnel resources is desirable.

Further and alternative aspects and features of the dis-
closed principles will be appreciated from the following
detailed description and the accompanying drawings. As
will be appreciated, the principles related to the disclosed
systems and methods for hybrid machine learning-based
training of object picking robots with real and simulated
grasp performance data are capable of being carried out in
other and different embodiments, and capable of being
modified in various respects. Accordingly, it is to be under-
stood that both the foregoing summary and the following
detailed description are exemplary and explanatory only and
do not restrict the scope of the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic diagram of a system for hybrid
machine learning-based training of object picking robots
with real and simulated grasp performance data according to
an embodiment of the disclosure.

FIG. 2 is a flow chart of a method for hybrid machine
learning-based training of object picking robots with real
and simulated grasp performance data using the system
shown in FIG. 1 according to an embodiment of the disclo-
sure.

FIG. 3 is a schematic diagram of an object positioned in
a simulated or an actual workspace of a robot of the system
shown in FIG. 1 according to an embodiment of the disclo-
sure.

FIG. 4 is a schematic diagram of a process for hybrid
machine learning-based training of object picking robots
with real and simulated grasp performance data using the
system shown in FIG. 1 and the method shown in FIG. 2
according to an embodiment of the disclosure.

FIG. 5 is a block diagram of a data structure of the
memory shown in the system of FIG. 1 according to an
embodiment of the disclosure.

FIG. 6 is a block diagram of a software architecture for the
method shown in FIG. 2 according to an embodiment of the
disclosure.

FIG. 7 is a flow chart of aspects of the method shown in
FIG. 2 according to embodiments of the disclosure.

DETAILED DESCRIPTION

Reference will now be made in detail to specific embodi-
ments or features, examples of which are illustrated in the
accompanying drawings. Wherever possible, corresponding
or similar reference numbers will be used throughout the
drawings to refer to the same or corresponding parts. More-
over, references to various elements described herein, are
made collectively or individually when there may be more
than one element of the same type. However, such refer-
ences are merely exemplary in nature. It may be noted that
any reference to elements in the singular may also be
construed to relate to the plural and vice-versa without
limiting the scope of the disclosure to the exact number or
type of such elements unless set forth explicitly in the
appended claims.

FIG. 1 is a schematic diagram of a system (1) for hybrid
machine learning (ML)-based training of object picking
robots (2) with real and simulated grasp performance data
according to an embodiment of the disclosure. FIG. 2 is a
flow chart of a method (200) for hybrid ML-based training
of object picking robots (2) with real and simulated grasp
performance data according to an embodiment of the dis-
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4

closure. In the illustrated examples, the method (200) shown
in FIG. 2 is implemented, at least in part, using the system
(1) of FIG. 1.

Referring to FIG. 1, system (1) includes one or more
memory devices (5), also collectively referred to herein as
memory (5). Memory (5) includes an ML model (68) stored
therein. MLL model (68) may be stored in memory (5), at
least in part, as a database. System (1) includes one or more
processors (3) in communication with memory (5). System
(1) includes an object picking robot (2) including at least one
robotic arm (12) in communication with processor(s) (3).
Object picking robot (2) is also collectively referred to
herein as robot (2). Processor(s) (3) include at least one
transceiver (55) in communication with one or more trans-
ceivers (54) of robot (2). In an example, memory (5) is also
in communication with robot (2). Robot (2) includes at least
one object gripper device (30) operably coupled to robotic
arm(s) (12). Gripper device(s) (30) is/are in communication
with processor(s) (3). In the embodiment shown in FIG. 1,
system (1) includes a plurality of robots (71). As used herein,
“operably coupled” refers to two or more functionally-
related components being coupled to one another for pur-
poses of cooperative mechanical movement(s) and/or for
purposes of flow of electric current and/or flow of data
signals. Where this operative coupling of two or more
components is for purposes of data flow, the two or more
components may be operably coupled via a wired connec-
tion and/or via a wireless connection. The two or more
components that are so coupled via the wired and/or wireless
connection(s) may be proximate one another (e.g., a first
component being in the same room or in the same compo-
nent housing as a second component) or they may be
separated by some distance in physical space (e.g., the first
component being in a different building from the location of
the second component).

System (1) includes one or more sensors (22) in commu-
nication with processor(s) (3). Sensor(s) (22) is/are posi-
tioned on and/or in robotic arm(s) (12) and/or gripper(s) (30)
and operably coupled thereto. Sensor(s) (22) may be posi-
tioned and/or mounted on a structural frame of the robot (2)
(e.g., stationary cameras affixed to a robot cell, a booth,
and/or a safety cage, not shown in FIG. 1), either instead of,
or in addition to, being positioned on and/or in robotic
arm(s) (12) and/or gripper(s) (30). In an example, sensor(s)
(22) is/are, or include, grasp quality sensor(s) (22). Grasp
quality sensor(s) (22) is/are also collectively referred to
herein as sensor(s) (22). Sensor(s) (22) include one or more
of: multi-degree of freedom (DOF) force-torque sensor(s),
camera(s) for monitoring and collecting visual data during
robotic manipulation tasks such as grasping of object(s)
(11), multi-DOF inertial measurement sensor(s) for measur-
ing dynamic aspects of robotic object (11) handling, and
directional and/or rotational motion sensor(s) (e.g., motor
encoder(s), camera(s), and/or tactile sensor(s)) for monitor-
ing and/or detecting relative motion between the object (11)
and the gripper (30). In an example, multi-DOF force-torque
sensor(s) and/or multi-DOF inertial measurement sensor(s)
are mounted and/or otherwise operably coupled to and/or
between the robotic arm(s) (12) and the gripper(s) (30) for
measuring a static and/or dynamic status of object(s) (11)
with respect to the gripper(s) (30) and a grasp location on the
object(s) (11). Likewise, in the example, sensor(s) (22) may
include fixed (to ground) grasp quality sensor(s) to facilitate
the measurement of static and/or dynamic status of object(s)
an.

System (1) includes a training ML environment (74) and
a run time ML environment (80) for robot (2). Training (74)
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and run time (134) ML environments include at least one
picking location (10) and at least one placement location
(42). In an example, training ML (74) and/or run time ML
(80) environments is/are simulated computing and robot (2)
manipulation environment(s). In another example, training
(74) and/or run time (80) ML environments is/are actual
(e.g., “real world”) computing and robot (2) manipulation
environment(s). In yet another example, training ML (74)
and/or run time (80) ML environments is/are both simulated
and actual computing and robot (2) manipulation environ-
ment(s). One or more objects (11) are delivered to and/or
otherwise arrive at picking location(s) (10) for simulated
and/or actual manipulation by system (1) including robot(s)
(2). In the embodiment shown in FIG. 1, a plurality of
object(s) (11) (e.g., a first object (82) and at least a second
object (94)) are present in training (74) and/or run time (80)
ML environment(s), with each of the first (82) and the at
least a second (94) objects having a plurality of physical
characteristics such as a shape, material(s) of construction,
a weight, a density, a center of mass, a mass distribution, a
height, a width, and/or a length. The plurality of object (11)
physical characteristics may additionally include an object
(11) identification and images depicting the appearance(s) of
object(s) (11) in various poses.

Processor(s) (3) may be located in training (74) and/or run
time (80) ML environment(s). Processor(s) (3) may be
located remote from training (74) and/or run time (80) ML
environment(s). Processor(s) (3) may be collocated with
robot (2). Processor(s) (3) are programmed to implement
and/or otherwise perform, at least in part, one or more of the
disclosed steps of method (200) (shown in FIG. 2), includ-
ing, without limitation, using system (1). Processor(s) (3)
are capable of carrying out multiple functions in system (1).
Processor(s) (3) include robotic arm (12) control function-
ality and gripper (30) control functionality. Processor(s) (3)
include ML functionality. In an example, ML, functionality
of processor(s) (3) is implemented and/or otherwise per-
formed, at least in part, in system (1) using one or more
artificial intelligence and/or deep learning computing and
processing scheme(s).

In an example, memory device(s) (5) include at least one
non-transient computer-readable medium (600). Non-tran-
sient computer-readable medium (600) stores as software
(604) processor (3)-executable instructions for training
robot(s) (2) with real (e.g., actual, “real-world”) and simu-
lated grasp performance data, including, without limitation,
in system (1). In an example, processor (3)-executable
instructions stored as software (604) include one or more
software modules (608). When executed by the processor(s)
(3) that are in communication with memory (5), robotic
arm(s) (12), gripper(s) (30), and sensor(s) (22), the processor
(3)-executable instructions cause the processor(s) (3) to
implement and/or otherwise perform, at least in part, one or
more of the disclosed steps of method (200), including,
without limitation, using system (1).

In system (1), processor(s) (3), memory (5), robotic
arm(s) (12), gripper(s) (30), and sensor(s) (22) are in com-
munication with one another via, and communicate with one
another using signals (e.g., encoded data signals) sent and/or
received through, a network (52). Communication among
and between processor(s) (3), memory (5), robotic arm(s)
(12), gripper(s) (30), and sensor(s) (22) is facilitated by
transceivers (54, 55). In an example, system (1) communi-
cation using network (52) includes wireless communication
equipment and protocols. In another example, system (1)
communication using network (52) includes wired commu-
nication equipment and protocols. In yet another example,
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system (1) communication using network (52) includes a
combination of wireless and wired communication equip-
ment and protocols. In an example, system (1) communica-
tion includes wireless and/or wired communication equip-
ment and protocols for utilizing cloud-based processing,
data storage, and/or communication resources. In an
example, system (1) communication utilizes the Internet,
including, without limitation, Internet of Things (IoT) pro-
tocols, practices, and/or standards.

FIG. 3 is a schematic diagram of object (11) positioned in
a plurality of poses (67) in a simulated or an actual work-
space (75) of the robot (2) of the system (1) shown in FIG.
1 according to an embodiment of the disclosure. FIG. 4 is a
schematic diagram of a process (300) for hybrid ML-based
training of robot (2) with real and simulated grasp perfor-
mance data using system (1) and method (200) according to
an embodiment of the disclosure.

Referring to FIG. 3, the object (11) has known or esti-
mated physical properties (6) including a center of mass
(COM) (70) (e.g., denoted by “x” in FIG. 3). COM (70) may
be known, or its location may be assigned to object (11)
based on other known or estimated physical properties (6)
such as mass, dimensions, material, and distribution of the
mass over the volume of the object (11). As further described
herein, a plurality of grasp locations (8) (e.g., eight loca-
tions, denoted by asterisks “*” in FIG. 3) are assigned on the
object (11). The object may be present in the training (74)
and/or the run time (80) ML environments in a plurality of
different poses (e.g., first (67a), second (67b), and third
(67¢) poses). In the embodiment, the assigned grasp loca-
tions (8) on the object (11) do not vary depending on the
particular pose(s) (67) in which the object (11) in encoun-
tered by system (1). As described herein, the disclosed
system (1) and method (200) includes determining candidate
grasp locations (20) from among the plurality of assigned
grasp locations (8). In the example shown in FIG. 3, two of
the eight assigned grasp locations (8) are determined as
candidate grasp locations (20) (e.g., denoted by circled
asterisks in FIG. 3).

Referring to FIGS. 1-4, process (300) is used for hybrid
ML -based training of robot(s) (2) performing for picking of
a particular object (11). In an example, object (11) may be
a family of objects (11) having the same or similar physical
properties (6). Process (300) may be implemented for robot
(s) (2) separately for unique objects (11) having dissimilar
physical properties (6). In the embodiment, process (300)
commences with block (301). In block (301), process (300)
trains the robot (2) in a simulator. From block (301), process
(300) proceeds to a block (304). In block (304), process
(300) determines candidate grasp locations (20) from among
the plurality of assigned grasp locations (8). From block
(304), process (300) proceeds to a block (307). In block
(307), a simulation and actual experiments for robot (2) are
performed using the determined candidate grasp locations
(20) on the object (10).

From block (307), process (300) proceeds to a block
(310). In block (310), process (300) obtains data from grasp
quality sensor(s) (22) for feedback with respect to grasp
performance of the robot (2) grasping the object (11). From
block (310), process (300) proceeds to a block (313). In
block (313), process (300) evaluates the grasp quality of the
object (11) by the robot (2) based on the feedback data from
the sensor(s) (22). From block (313), process (300) proceeds
to a logic decision (316). In logic decision (316), process
(300) determines an existence of a convergence of the actual
object (11) grasp quality (e.g., determined from actual robot
action in an actual experiment of block (307)) and a simu-
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lated object (11) grasp quality (e.g., determined from simu-
lated robot action in a simulated experiment of block (307)).
As used herein, “convergence” means the computed grasp
gets closer and closer to the ground truth object grasp
location as the algorithm iterations proceed. It is opposite to
“diverge”, where its output will undergo larger and larger
oscillations, never approaching a useful result.

If, based on the result of logic decision (316), process
(300) determines there is a lack of the convergence, then
process (300) proceeds to a block (319). In block (319),
process (300) converts the grasp quality evaluation from
block (313) into a measure of grasp success probability.
Upon completion of block (319), process (300) proceeds
back to block (301) and process (300) imposes the grasp
success probability onto the simulator for retraining the
robot (2) for grasping the object (11). In an embodiment,
blocks (301), (304), (307), (310), (313) and (319), and logic
decision (316) of process (300) proceed in the training ML
environment (74).

For a result of logic decision (316) indicating a presence
of the convergence, process (300) proceeds to a block (322)
instead of proceeding to block (319). In block (322), process
(300) implements run time performance of robot (2) actions
for picking of object(s) (11) using at least one of the
candidate grasp locations (20) determined in block (304). In
an embodiment, block (322) also includes, at least in part,
the above-described functionality of block (310). From
block (322), process (300) proceeds a block (325). In block
(325), process (300) monitors the grasp quality of the robot
(2) grasping the object (11). In process (300), the monitoring
in block (325) includes, at least in part, the functionality of,
or process (300) proceeds to, a block (328). In block (328),
process (300) implements a hybrid ML engine (51) for
facilitating continuous monitoring and evaluation of object
(11) grasp quality across the training (74) and run time (80)
ML environments and, in applicable cases, across a plurality
of robots (71). As further described herein, the monitoring
and hybrid ML engine (51) implemented in block (325) and
in block (328), respectively, facilitate determination of a
need for retraining of robot (2) grasping object (11) based on
the run time object (11) grasping performance and the grasp
quality thereof. Thus, for example, in cases where, in block
(325) and/or block (328), process (300) determines a need
for retraining robot (2) for object (11) grasping, process
(300) proceeds from block (325) and/or block (328) to block
(301). In an embodiment, blocks (322), (325) and (328) of
process (300) proceed in the run time ML environment (80).

FIG. 5 is a block diagram of a data structure (502) of the
memory (5) of system (1) according to an embodiment of the
disclosure. FIG. 6 is a block diagram of a software archi-
tecture for method (200) according to an embodiment of the
disclosure. Referring to FIGS. 1-6, method (200) includes
assigning (203) and storing (206), by processor(s) (3) and in
memory (5), respectively, the plurality of grasp locations (8)
on the object (11) based on known or estimated physical
properties (6) of the object (11). In an example, the assigning
(203) and/or storing (206) facilitate setting up simulation
and/or actual experiment(s) for the robot (2) and the object
(11) to be grasped. In an example, the plurality of grasp
locations (8) on the object (11) are assigned (203) and/or
stored (206) by, or at the direction of, at least one user (60)
of system (1). In another example, the plurality of grasp
locations (8) on the object (11) are assigned (203) and/or
stored (206) by, or at the direction of, at least one admin-
istrator (48) of system (1). In yet another example, the
plurality of grasp locations (8) on the object (11) are
assigned (203) and/or stored (206) by, or at the direction of,
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processor(s) (3). In embodiments for which the assigning
(203) and/or storing (206) step(s) is/are implemented and/or
otherwise facilitated by software (604), processor(s) (3)
execute processor (3)-executable instructions stored in an
assigning (603) and/or storing (606) module(s). In an
example, the plurality of grasp locations (8) on the object
(11) are stored in, and read from, data structure (502) and/or
elsewhere in memory (5) by, or at the direction of,
processor(s) (3).

Method (200) includes performing (209), by processor(s)
(3), a first simulation experiment (212) for the robot (2)
grasping (215) the object (11) using a first set (14) of the
plurality of assigned (203) grasp locations (8). In an
example, the first simulation experiment (212) is performed
(209) in the training ML environment (74). In embodiments
for which the performing (209) step is implemented and/or
otherwise facilitated by software (604), processor(s) (3)
execute processor (3)-executable instructions stored in a
performing module (609). In an example, the first set (14) of
the plurality of assigned (203) grasp locations (8) is stored
in, and read from, data structure (502) and/or elsewhere in
memory (5) by, or at the direction of, processor(s) (3).

Method (200) includes evaluating (218), by processor(s)
(3), a simulated object (11) grasp quality of the robot (2)
grasping (215) for each of the first set (14) of assigned (203)
grasp locations (8). In the embodiment, the simulated object
(11) grasp quality is evaluated (218) based on a first set (15)
of simulation data (17) from the first simulation experiment
(212). The evaluating (218) step thereby facilitates adjudg-
ing grasping (215) performance by robot (2) in the first
simulation experiment (212). In embodiments for which the
evaluating (218) step is implemented and/or otherwise
facilitated by software (604), processor(s) (3) execute pro-
cessor (3)-executable instructions stored in an evaluating
module (618). In an example, the first set (15) of simulation
data (17) from the first simulation experiment (212) is stored
in, and read from, data structure (502) and/or elsewhere in
memory (5) by, or at the direction of, processor(s) (3).

Method (200) includes determining (221), by processor(s)
(3), a first set (16) of candidate grasp locations (20) on the
object (11). In the embodiment, the first set (16) of candidate
grasp locations (20) on the object (11) are determined (221)
based on data (18) representative of a simulated grasp
quality obtained (224) in the evaluating (218) step. The
evaluating (218) step thereby facilitates generating a list of
candidate grasp locations to be used for actual experiments
based on the evaluated (218) and adjudged grasping (215)
performance of robot (2) in the first simulation experiment
(212). The first set (16) of candidate grasp locations (20) on
the object (11) is thus selected from the assigned (203)
plurality of grasp locations (8) on the object (11). In embodi-
ments for which the determining (221) step is implemented
and/or otherwise facilitated by software (604), processor(s)
(3) execute processor (3)-executable instructions stored in a
determining module (621). In an example, the first set (16)
of candidate grasp locations (20) on the object (11) is stored
in, and read from, data structure (502) and/or elsewhere in
memory (5) by, or at the direction of, processor(s) (3).

Method (200) may include performing (227), by proces-
sor(s) (3) and robot (2), a first actual experiment (230) for
the robot (2) grasping (215) the object (11) using each of the
determined (221) first set (16) of candidate grasp locations
(20). In an example, the first actual experiment (230) is
performed (227) in the run time ML environment (80). In
embodiments for which the performing (227) step is imple-
mented and/or otherwise facilitated by software (604), pro-
cessor(s) (3) execute processor (3)-executable instructions
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stored in a performing module (627). It is to be understood,
however, that steps of the disclosed method 2 (e.g., the
performing step (227)) that are described as being performed
by robot (2) in conjunction with processor (s) (3) may be
performed without such close cooperation between robot (2)
and processor(s) (3). For instance, processor(s) (3) perform-
ing the disclosed method (2) may receive data for processing
from sensor(s) (22) that are not necessarily coupled or
mounted to robot (2), but nevertheless provide (e.g., trans-
mit) sensor (8) data to processor(s) (3) for use in the
disclosed method (2). Such cases exemplify the flexibility of
the disclosed systems, methods, and software in that they are
beneficially applicable to a wide variety of robots, gripper
devices, and sensors.

Method (200) includes evaluating (233), by processor(s)
(3), an actual object (11) grasp quality of the robot (2)
grasping (215) for each of the determined (221) first set (16)
of candidate grasp locations (20). In the embodiment, the
actual object (11) grasp quality of the robot (2) grasping
(215) for each of the determined (221) first set (16) of
candidate grasp locations (20) is evaluated (233) based on a
first set (19) of grasp quality sensor (22) data (26) from the
first actual experiment (230). The evaluating (233) step
thereby facilitates adjudging grasping (215) performance by
robot (2) in the first actual experiment (230). In embodi-
ments for which the evaluating (233) step is implemented
and/or otherwise facilitated by software (604), processor(s)
(3) execute processor (3)-executable instructions stored in
an evaluating module (633). In an example, the first set (19)
of grasp quality sensor (22) data (26) from the first actual
experiment (230) is stored in, and read from, data structure
(502) and/or elsewhere in memory (5) by, or at the direction
of, processor(s) (3).

Method (200) includes determining (236), by processor(s)
(3), a convergence of the actual object (11) grasp quality and
the simulated object (11) grasp quality. In the embodiment,
the convergence is determined (236) based on: the first set
(19) of grasp quality sensor (22) data (26) from the first
actual experiment (230), and the data (18) representative of
the simulated grasp quality. In an example, the determining
(236) step includes determining (236) the convergence of
the actual object (11) grasp quality and the simulated object
(11) grasp quality for each of the determined (221) first set
(16) of candidate grasp locations (20). In embodiments for
which the determining (236) step is implemented and/or
otherwise facilitated by software (604), processor(s) (3)
execute processor (3)-executable instructions stored in a
determining module (636). In an example, a determined
(236) convergence status (66) is stored in, and read from,
data structure (502) and/or elsewhere in memory (5) by, or
at the direction of, processor(s) (3).

FIG. 7 is a flow chart of aspects of method (200) accord-
ing to embodiments of the disclosure. Referring to FIGS.
1-7, in an embodiment, method (200) includes determining
(239), by processor(s) (3), a grasp success probability value
(29). In the embodiment, the grasp success probability value
(29) is determined (239) for each of the determined (221)
first set (16) of candidate grasp locations (20) based on the
first set (19) of grasp quality sensor (22) data (26) obtained
(241) in the evaluating (233) step. In an embodiment, the
grasp success probability value (29) is determined (239) in
response to determining (236) an absence of the conver-
gence (e.g., a negative convergence status (66)) of the actual
and the simulated object (11) grasp quality for at least one
of the determined (221) first set (16) of candidate grasp
locations (20). The determining (239) step thereby facilitates
efficient use of computing, memory, bandwidth, and/or
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power resources in cases where at least one, but not all, of
the determined (221) first set (16) of candidate grasp loca-
tions (20) lack convergence (e.g., do not have a positive
convergence status (66)). Thus, in the embodiment, a grasp
success probability value (29) is determined (239) only for
those candidate grasp locations (20) lacking convergence. In
embodiments for which the determining (239) step is imple-
mented and/or otherwise facilitated by software (604), pro-
cessor(s) (3) execute processor (3)-executable instructions
stored in a determining module (639).

In an embodiment, method (200) includes assigning (242)
and storing (245), by processor(s) (3) and in memory (5),
respectively, grasp success probability values (32) respec-
tively determined (239) for each of the determined (221)
first set (16) of candidate grasp locations (20). In embodi-
ments for which the assigning (242) and/or storing (245)
step(s) is/are implemented and/or otherwise facilitated by
software (604), processor(s) (3) execute processor (3)-ex-
ecutable instructions stored in assigning (642) and/or storing
(645) module(s). In an example, determined (239) grasp
success probability value(s) (29) and/or grasp success prob-
ability values (32) is/are stored in, and read from, data
structure (502) and/or elsewhere in memory (5) by, or at the
direction of, processor(s) (3).

In an embodiment, the determining (239) step of method
(200) includes transforming (248), by processor(s) (3), each
of'the first set (19) of grasp quality sensor (22) data (26) into
a discrete value (35). In embodiments for which the trans-
forming (248) step is implemented and/or otherwise facili-
tated by software (604), processor(s) (3) execute processor
(3)-executable instructions stored in a transforming module
(648). In an example, discrete value(s) (35) resulting from
the transforming (248) step is/are stored in, and read from,
data structure (502) and/or elsewhere in memory (5) by, or
at the direction of, processor(s) (3). In the embodiment, the
determining (239) step includes scoring (251), by processor
(s) (3), each of the determined (221) first set (16) of
candidate grasp locations (20) based on respective trans-
formed (248) discrete values (35). In the embodiment, a
score value (38) for each of the determined (221) first set
(16) of candidate grasp locations (20) is proportional to the
determined (239) grasp success probability value (29). In
embodiments for which the scoring (251) step is imple-
mented and/or otherwise facilitated by software (604), pro-
cessor(s) (3) execute processor (3)-executable instructions
stored in a scoring module (651). In an example, score
value(s) (38) resulting from the scoring (251) step is/are
stored in, and read from, data structure (502) and/or else-
where in memory (5) by, or at the direction of, processor(s)
3.

In an embodiment, the transforming (248) step of method
(200) includes determining (254) the discrete value (35)
based on a plurality of grasp quality sensor (22) readings
(41) for each of the determined (221) first set (16) of
candidate grasp locations (20). In embodiments for which
the determining (254) step is implemented and/or otherwise
facilitated by software (604), processor(s) (3) execute pro-
cessor (3)-executable instructions stored in a determining
module (654). In an example, the plurality of grasp quality
sensor (22) readings (41) used for determining (254) the
discrete value are stored in, and read from, data structure
(502) and/or elsewhere in memory (5) by, or at the direction
of, processor(s) (3).

In an embodiment, method (200) includes iterating (257),
by processor(s) (3) and robot(s) (2), though the performing
(209), evaluating (218), determining (221), performing
(227), evaluating (233), and determining (236) steps for the
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at least one candidate grasp location (20). In the embodi-
ment, the iterating (257) step is performing in method (200)
for at least one iteration (266). In an example, the iterating
(257) step is performed in response to determining (236) the
absence of the convergence (e.g., negative convergence
status (66)) of the actual and the simulated object (11) grasp
quality for the at least one determined (221) first set (16) of
candidate grasp locations (20). The iterating (257) step
thereby facilitates efficient use of computing, memory, band-
width, and/or power resources in cases where at least one of
the determined (221) first set (16) of candidate grasp loca-
tions (20) lack convergence (e.g., do not have a positive
convergence status (66)). Thus, in the embodiment, the
performing (209), evaluating (218), determining (221), per-
forming (227), evaluating (233), and determining (236)
steps are iterated (257) through only for those candidate
grasp locations (20) lacking convergence. The iterating
(257) step thus directs method (200) back to the simulation
(e.g., at least a second simulation experiment (265)) and/or
actual (e.g., at least a second actual experiment (267))
experiments for retraining robot (2) grasping (215) for the at
least one candidate grasp location (20), which ensures that
the ML model (68) maintains accurate data for respective
candidate grasp locations (20) for the object (11). In embodi-
ments for which the iterating (257) step is implemented
and/or otherwise facilitated by software (604), processor(s)
(3) execute processor (3)-executable instructions stored in
an iterating module (657).

In an embodiment, the iterating (257) step of method
(200) includes, for the at least one iteration (266), determin-
ing (260), by processor(s) (3), a grasp success probability
distribution (44) for the determined (221) first set (16) of
candidate grasp locations (20). In the embodiment, the grasp
success probability distribution (44) is determined (260)
based on the determined (239) grasp success probability
values (29). In the embodiment, the iterating (257) step
includes, for the at least one iteration (266), imposing (263),
by processor(s) (3), the determined (260) grasp success
probability distribution (44) on at least one second simula-
tion experiment (265) for the robot(s) (2) grasping (215) the
object (11) using the determined (221) first set (16) of
candidate grasp locations (20). The determining (260) and
imposing (263) steps thus facilitate retraining robot (2)
grasping (215) of the object (11) for the at least one
candidate grasp location (20) by incorporating the grasp
success probability distribution (44) into the ML model (68),
which increases its accuracy and robustness. In embodi-
ments for which the determining (260) and/or imposing
(263) step(s) is/are implemented and/or otherwise facilitated
by software (604), processor(s) (3) execute processor (3)-
executable instructions stored in determining (660) and/or
imposing (663) module(s). In an example, the determined
(260) and imposed (263) grasp success probability distribu-
tion (44) is stored in, and read from, data structure (502)
and/or elsewhere in memory (5) by, or at the direction of,
processor(s) (3).

In an embodiment, the iterating (257) step of method
(200) includes, for the at least one iteration (266), determin-
ing (269), by processor(s) (3), at least a second set (47) of
the plurality of assigned (203) grasp locations (8). In the
embodiment, the at least a second set (47) of the plurality of
assigned (203) grasp locations (8) is determined (269) based
on the grasp success probability distribution (44) imposed
(263) on the at least a second simulation experiment (265).
In an example, the at least a second set (47) differs from the
first set (14) by the addition or removal of at least assigned
(203) grasp location (8) on the object (11). In the embodi-
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ment, the iterating (257) step includes, for the at least one
iteration (266), performing (272), by processor(s) (3), the at
least a second simulation experiment (265) using the at least
a second set (47) of assigned (203) grasp locations (8). The
determining (269) and performing (272) steps thus facilitate
retraining robot (2) grasping (215) of the object (11) by
performing subsequent simulation and actual experiments
using the at least a second set (47) of the plurality of
assigned (203) grasp locations (8) determined (269) based
on the imposed (263) grasp success probability distribution
(44), which refines the assigned (203) grasp locations (8)
and further increases the accuracy and robustness of the ML
model (68). In embodiments for which the determining
(269) and/or performing (272) step(s) is/are implemented
and/or otherwise facilitated by software (604), processor(s)
(3) execute processor (3)-executable instructions stored in
determining (669) and/or performing (672) module(s). In an
example, the determined (269) at least a second set (47) of
the plurality of assigned (203) grasp locations (8) is stored
in, and read from, data structure (502) and/or elsewhere in
memory (5) by, or at the direction of, processor(s) (3).

In an embodiment, the iterating (257) step of method
(200) includes, for the at least one iteration (266), determin-
ing (275), by processor(s) (3), a maximum log likelihood of
success (MLLS) (50) for each of the at least a second set (47)
of'assigned (203) grasp locations (8). In the embodiment, the
MLLS (50) is determined (275) based on the determined
(260) grasp success probability distribution (44). In the
embodiment, the iterating (257) step includes, for the at least
one iteration (266), determining (278), by processor(s) (3),
at least a second set (53) of candidate grasp locations (20).
In the embodiment, the at least a second set (53) of candidate
grasp locations (20) are determined (278) based on respec-
tively determined (275) MLLS values (56) for each of the at
least a second set (47) of assigned (203) grasp locations (8).
In an example, the at least a second set (53) differs from the
first set (16) by the addition or removal of at least one
candidate grasp location (20). The determining (275 and
278) steps thus facilitate retraining robot (2) grasping (215)
of the object (11) by performing subsequent simulation and
actual experiments using the at least a second set (53) of the
candidate grasp locations (20) determined (278) based on
the respectively determined (275) MLLS values (56), which
refines the candidate grasp locations (20) and further
increases the accuracy and robustness of the ML model (68).
In embodiments for which the determining (275 and/or 278)
step(s) is/are implemented and/or otherwise facilitated by
software (604), processor(s) (3) execute processor (3)-ex-
ecutable instructions stored in determining module(s) (675
and/or 678). In an example, the determined (275) MLLS
(50) and/or the determined (278) MLLS values (56) is/are
stored in, and read from, data structure (502) and/or else-
where in memory (5) by, or at the direction of, processor(s)
3.

In an embodiment, the iterating (257) step of method
(200) includes, for the at least one iteration (266), evaluating
(281), by processor(s) (3), a simulated grasp quality of the
robot (2) grasping (215) for each of the at least a second set
(47) of assigned (203) grasp locations (8) on the object (11).
In the embodiment, the simulated grasp quality of the robot
(2) grasping (215) for each of the at least a second set (47)
of assigned (203) grasp locations (8) is evaluated (281)
based on at least a second set (59) of simulation data (24)
from the at least a second simulation experiment (265). In
the embodiment, the determining (275) step of method (200)
includes determining (284) the MLLS (50) further based on
data (27) representative of the simulated grasp quality
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obtained (277) by processor(s) (3) in the evaluating (281)
step from the at least a second set (59) of simulation data
(24) from the at least a second simulation experiment (265).
In embodiments for which the evaluating (281) and/or
determining (284) step(s) is/are implemented and/or other-
wise facilitated by software (604), processor(s) (3) execute
processor (3)-executable instructions stored in evaluating
(681) and/or determining (684) module(s). In an example,
the at least a second set (59) of simulation data (24) from the
at least a second simulation experiment (265) and/or the data
(27) representative of the simulated grasp quality obtained
(277) by processor(s) (3) in the evaluating (281) step is/are
stored in, and read from, data structure (502) and/or else-
where in memory (5) by, or at the direction of, processor(s)
3.

In an embodiment, method (200) includes assigning (285)
and storing (287), by processor(s) (3) and in memory (5),
respectively, a hyper-parameter (65) of the ML model (68).
As used herein, “hyper-parameter” means one or more
settings that can be tuned to control the behavior of a
machine learning algorithm. The hyper-parameter (65) is
representative of a simulated grasp quality for the at least a
second simulation experiment (265) for the robot(s) (2)
grasping (215) the object (11). In embodiments for which
system (1) includes a plurality of object picking robots (71)
(e.g., a first robot (2) and at least a second robot (2)), the
method (200) further includes sharing (290) the hyper-
parameter (65) assigned (285) to a first robot (2) with the at
least a second robot (2). The assigning (285) and sharing
(290) steps thereby facilitate efficient use of computing,
memory, bandwidth, and/or power resources in cases where
a plurality of robots (71) are utilized in the run time ML (80)
and/or training ML (74) environments. Thus, in the embodi-
ment, only one robot (2) (e.g., the first robot (2)) of the
plurality of robots (71) needs to be trained and/or retrained
and the ML model (68) developed for it according to the
disclosed method (200). As such, additional robot(s) (2)
(e.g., the at least a second robot (2) having the same or
similar design specifications and/or meeting the same or
similar functional requirements as the first robot (2)) may
not need to be trained and/or retrained for grasping (215) the
object (11). In embodiments for which the assigning (285),
storing (287), and/or sharing (290) step(s) is/are imple-
mented and/or otherwise facilitated by software (604), pro-
cessor(s) (3) execute processor (3)-executable instructions
stored in assigning (685), storing (687), and/or sharing (690)
module(s). In an example, the hyper-parameter (65)
assigned (285) to the ML model (68) is stored (287) in, and
read from, data structure (502) and/or elsewhere in memory
(5) by, or at the direction of, processor(s) (3).

In an embodiment, the performing (209), evaluating
(218), determining (221), performing (227), evaluating
(233), and determining (236) steps of method (200) are
performed in the ML training environment (74). In the
embodiment, method (200) includes monitoring (293), by
processor(s) (3), a run time grasp quality of the robot(s) (2)
grasping (215) object (11) using the at least one candidate
grasp location (20). In the embodiment, the run time grasp
quality of the robot(s) (2) grasping (215) object (11) using
the at least one candidate grasp location (20) is monitored
(293) based on a run time set (77) of grasp quality sensor
(22) data (26) obtained (295) from the robot(s) (2) grasping
(215) the object (11) in the ML run time (e.g., actual, “real
world”) environment (80). In the embodiment, the monitor-
ing (293) step is performed in response to determining (236)
a presence of the convergence (e.g., positive convergence
status (66)) of the actual and the simulated object (11) grasp
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quality for at least one of the determined (221) first set (16)
of candidate grasp locations (20). The monitoring (293) step
thereby facilitates efficient use of computing, memory, band-
width, and/or power resources in cases where at least one of
the determined (221) first set (16) of candidate grasp loca-
tions (20) have convergence (e.g., do not have a negative
convergence status (66)). Thus, in the embodiment, only
those candidate grasp locations (20) having the convergence
proceed to, and are monitored (293) in, the run time ML
environment (80), which helps ensure the ML, model (68) is
maintained with accurate and up-to-date data for use in both
the run time ML (80) and the training ML (74) environ-
ments. In embodiments for which the monitoring (293) step
is implemented and/or otherwise facilitated by software
(604), processor(s) (3) execute processor (3)-executable
instructions stored in a monitoring (693) module. In an
example, the run time set (77) of grasp quality sensor (22)
data (26) is stored (287) in, and read from, data structure
(502) and/or elsewhere in memory (5) by, or at the direction
of, processor(s) (3).

In an embodiment, the method (200) includes iterating
(296), by processor(s) (3) and robot(s) (2), though the
performing (209), evaluating (218), determining (221), per-
forming (227), evaluating (233), and determining (236)
steps for the at least one candidate grasp location (20). In the
embodiment, the iterating (296) step is performing in
method (200) for at least one iteration (273). In an example,
the iterating (296) step is performed in response to the
monitored (293) run time grasp quality decreasing below or
otherwise not meeting a user (60)-predetermined quality
threshold (83). In an example, the user-(60) predetermined
quality threshold (83) is an occurrence (e.g., as sensed by
camera sensor(s) (22)) of the object (11) falling out of the
gripper (30). In another example, the user-(60) predeter-
mined quality threshold (83) is an occurrence (e.g., as sensed
by multi-degree of freedom (DOF) force-torque, multi-DOF
inertial measurement, and/or tactile sensor(s) (22)) of the
object (11) exhibiting wobble and/or vibration when being
grasped (215) by and/or carried in the gripper (30), where
such wobble and/or vibration undesirably exceeds levels
normally observed during operation of robot (2). In yet
another example, the user-(60) predetermined quality
threshold (83) is an occurrence (e.g., as sensed by sensor(s)
(22)) of the object (11) exhibiting relative motion and/or
physical dynamics with respect to and/or as compared to the
gripper (30) which is out of tolerance as compared to an
expected or user (60)-specified amount of relative motion.

In the embodiment, the iterating (296) step thereby facili-
tates efficient use of computing, memory, bandwidth, and/or
power resources in cases where, based on the monitored
(293) run time grasp quality, optimization of the ML model
(68) is needed to ensure consistent object (11) grasping
(215) performance during run time. The monitoring (293)
and iterating (296) steps, along with one or more of the
above-described steps of method (200), together constitute a
hybrid ML engine (51) facilitating continuous monitoring
and evaluation of object (11) grasp quality across the train-
ing (74) and run time (80) ML environments and, in appli-
cable cases, across a plurality of robots (71). Furthermore, in
ause case, monitored (293) run time grasp quality for at least
one robot (2) may not meet user (60)-predetermined quality
threshold (83) due to a mechanical problem with that robot
(2). In this use case, the mechanical problem may be
identified and rectified so that normal unit operations may be
resumed following retraining of the respective robot (2) as
needed, including via the iterating (296) step of method
(200). In embodiments for which the iterating (296) step is
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implemented and/or otherwise facilitated by software (604),
processor(s) (3) execute processor (3)-executable instruc-
tions stored in an iterating (696) module. In an example, the
user (60)-predetermined quality threshold (83) is stored
(287) in, and read from, data structure (502) and/or else-
where in memory (5) by, or at the direction of, processor(s)
3.

Using the disclosed systems and methods for hybrid
ML-based training of object picking robots with real and
simulated grasp performance data provides users a number
of beneficial technical effects and realizes various advan-
tages as compared to known systems and methods. Such
benefits include, without limitation, enabling picking and
placing of object(s) with enhanced accuracy, speed, effi-
ciency, and reduced error rates as compared to known
processes. Utilizing the disclosed systems and methods for
hybrid ML-based training of object picking robots thereby
results in a reduction in the required number of per object
CPU clock cycles needed for processor(s) in both training
and run time environments, as compared to known systems
and methods. The above-described hybrid ML-based train-
ing of object picking robots enable continuous evaluation
and monitoring of object grasping performance so that the
hybrid ML operations may be implemented for fine-tuning
and enhancing the accuracy and robustness of ML models as
needed, including across numerous robots involved in unit
operations. As such, the disclosed systems and methods for
hybrid machine learning-based training of object picking
robots enable efficient and effective training of object pick-
ing robots in a wide variety of industrial applications where
improved utilization of computing, memory, network band-
width, electric power, and/or human personnel resources is
desirable.

These and other substantial and numerous technical ben-
efits and beneficial effects appreciable to persons of ordinary
skill in the art are especially evident as compared to known
systems and methods in applications involving high volume
and high tempo industrial operations. These improvements
over known systems and methods are not accomplished by
merely utilizing conventional and routine processing sys-
tems and methods. Even in cases where such improvements
may be quantified in terms of per object time reductions
(e.g., measured as seconds, or fractions thereof), over rel-
evant time periods (e.g., from hours to years) and as com-
pared to known processes, the disclosed systems and meth-
ods for hybrid machine learning-based training of object
picking robots with real and simulated grasp performance
data utilize computing, network, memory, electric power,
personnel, among other, resources at significantly greater
efficiencies to provide improved throughput of, and overall
cost reduction for, a variety of industrial unit operations
involving robotic picking and placement of objects.

Various embodiments disclosed herein are to be taken in
the illustrative and explanatory sense, and should in no way
be construed as limiting of the present disclosure.

While aspects of the present disclosure have been par-
ticularly shown and described with reference to the embodi-
ments above, it will be understood by those skilled in the art
that various additional embodiments may be contemplated
by the modification of the disclosed devices, systems, and
methods without departing from the spirit and scope of what
is disclosed. Such embodiments should be understood to fall
within the scope of the present disclosure as determined
based upon the claims and any equivalents thereof.
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We claim:

1. A method for training an object picking robot with real
and simulated grasp performance data, comprising:

(a) assigning, by a processor, a plurality of grasp locations
on an object based on known or estimated physical
properties of the object;

(b) performing, by the processor, a first simulation experi-
ment for the robot grasping the object using a first set
of the plurality of assigned grasp locations;

(c) evaluating, by the processor and based on a first set of
simulation data from the first simulation experiment, a
simulated object grasp quality of the robot grasping for
each of the first set of assigned grasp locations;

(d) determining, by the processor, a first set of candidate
grasp locations on the object based on data represen-
tative of a simulated grasp quality obtained in (c);

(e) evaluating, by the processor and based on a first set of
grasp quality sensor data from a first actual experiment
for the robot grasping the object using each of the first
set of candidate grasp locations, an actual object grasp
quality of the robot grasping for the each of the first set
of candidate grasp locations; and

(D) for the each of the first set of candidate grasp locations,
determining, by the processor, a convergence of the
actual object grasp quality and the simulated object
grasp quality based on: the first set of grasp quality
sensor data from the first actual experiment, and the
data representative of the simulated grasp quality.

2. The method of claim 1, further comprising:

(g) in response to determining, in (f), an absence of the
convergence of the actual and the simulated object
grasp quality for at least one of the first set of candidate
grasp locations, determining, by the processor, a grasp
success probability value for the each of the first set of
candidate grasp locations based on the first set of grasp
quality sensor data obtained in (e).

3. The method of claim 2, further comprising:

(h) assigning, by the processor, grasp success probability
values respectively determined in (g) for the each of the
first set of candidate grasp locations.

4. The method of claim 2, wherein determining the grasp

success probability value includes:

(D transforming, by the processor, each of the first set of
grasp quality sensor data into a discrete value; and

(II) scoring, by the processor, the each of the first set of
candidate grasp locations based on respective discrete
values from (I), wherein a score value for the each of
the first set of candidate grasp locations is proportional
to the grasp success probability value determined in
(g)-

5. The method of claim 4, wherein the transforming
includes determining the discrete value based on a plurality
of grasp quality sensor readings for the each of the first set
of candidate grasp locations.

6. The method of claim 1, wherein (b)-(f) are performed
in a machine learning training environment, and wherein the
method further comprises:

(g) in response to determining, in (f), a presence of the
convergence of the actual and the simulated object
grasp quality for at least one of the first set of candidate
grasp locations, monitoring, by the processor, a run
time grasp quality of the robot grasping using the at
least one candidate grasp location based on a run time
set of grasp quality sensor data obtained from the robot
grasping in a machine learning run time computing
environment.
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7. The method of claim 6, further comprising:

(h) in response to the run time grasp quality monitored in
(g) decreasing below or otherwise not meeting a user-
predetermined quality threshold, iterating, by the pro-
cessor, and for at least one iteration, through (b)-(f) for
the at least one candidate grasp location.

8. A system for training an object picking robot with real

and simulated grasp performance data, comprising:

one or more memory devices; and one or more processors
in communication with the one or more memory
devices and the object picking robot, wherein the one
or more processors are programmed to:

(a) assign a plurality of grasp locations on an object based
on known or estimated physical properties of the
object;

(b) perform a first simulation experiment for the robot
grasping the object using a first set of the plurality of
assigned grasp locations;

(c) evaluate, based on a first set of simulation data from
the first simulation experiment, a simulated object
grasp quality of the robot grasping for each of the first
set of assigned grasp locations;

(d) determine a first set of candidate grasp locations on the
object based on data representative of a simulated grasp
quality obtained in (c);

(e) evaluate, based on a first set of sensor data from a first
actual experiment for the robot grasping the object
using each of the first set of candidate grasp locations,
an actual object grasp quality of the robot grasping for
the each of the first set of candidate grasp locations; and

() for the each of the first set of candidate grasp locations,
determine a convergence of the actual object grasp
quality and the simulated object grasp quality based on:
the first set of grasp quality sensor data from the first
actual experiment, and the data representative of the
simulated grasp quality.

9. The system of claim 8, wherein the one or more

processors are further programmed to:

(g) in response to determining, in (f), an absence of the
convergence of the actual and the simulated object
grasp quality for at least one of the first set of candidate
grasp locations, determine a grasp success probability
value for the each of the first set of candidate grasp
locations based on the first set of sensor data obtained
in (e).

10. The system of claim 9, wherein the one or more

processors are further programmed to:

(h) further in response to determining, in (f), the absence
of the convergence of the actual and the simulated
object grasp quality for the at least one of the first set
of candidate grasp locations, iterate, for at least one
iteration, through (b)-(f) for the at least one candidate
grasp location.

11. The system of claim 10, wherein, for iterating through
(b)-(1) for the at least one candidate grasp location for the at
least one iteration, the one or more processors are further
programmed to:

(I) determine a grasp success probability distribution for
the first set of candidate grasp locations based on grasp
success probability values determined in (g); and

(II) impose the grasp success probability distribution
determined in (I) on the first set of candidate grasp
locations to prepare at least a second simulation experi-
ment for the robot grasping the object.
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12. The system of claim 11, wherein, for iterating through
(b)-(f) for the at least one candidate grasp location for the at
least one iteration, the one or more processors are further
programmed to:

(III) determine at least a second set of the plurality of
assigned grasp locations based on the grasp success
probability distribution imposed in (II) on the at least a
second simulation experiment; and

(IV) perform the at least a second simulation experiment
using the at least a second set of assigned grasp
locations.

13. The system of claim 12, wherein for iterating through
(b)-(f) for the at least one candidate grasp location for the at
least one iteration, the one or more processors are further
programmed to:

(V) determine a maximum log likelihood of success for
each of the at least a second set of assigned grasp
locations based on the grasp success probability distri-
bution determined in (I), the maximum log likelihood
of success including maximum log likelihood of suc-
cess valves indicative of likely success of the at least a
second set of assigned grasp locations; and

(VI) determine at least a second set of candidate grasp
locations based on maximum log likelihood of success
values respectively determined in (V) for the each of
the at least a second set of assigned grasp locations.

14. The system of claim 13, wherein for iterating through
(b)-(f) for the at least one candidate grasp location for the at
least one iteration, the one or more processors are further
programmed to:

(VII) evaluate, based on at least a second set of simulation

data from the at least a second simulation experiment,
a simulated grasp quality of the robot grasping for the
each of the at least a second set of assigned grasp
locations on the object.

15. The system of claim 14, wherein, for determining the
maximum log likelihood of success, the one or more pro-
cessors are further programmed to: determine the maximum
log likelihood of success further based on data representa-
tive of the simulated grasp quality obtained in (VII).

16. The system of claim 10, wherein the one or more
processors are further programmed to:

(1) assign a hyper-parameter representative of a simulated
grasp quality for at least a second simulation experi-
ment for the robot grasping the object for tuning the
machine learning model.

17. The system of claim 16, wherein, for training a
plurality of object picking robots including a first robot and
at least a second robot, the one or more processors are
further programmed to:

(j) share the hyper-model parameter assigned in (i) to a

first robot with at least a second robot.

18. A non-transitory computer-readable storage medium
storing processor-executable instructions for training an
object picking robot with real and simulated grasp perfor-
mance data, wherein, when executed by one or more pro-
cessors, the processor-executable instructions cause the one
Or more processors to:

(a) assign a plurality of grasp locations on an object based
on known or estimated physical properties of the
object;

(b) perform a first simulation experiment for the robot
grasping the object using a first set of the plurality of
assigned grasp locations;

(c) evaluate, based on a first set of simulation data from
the first simulation experiment, a simulated object
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grasp quality of the robot grasping for each of the first
set of assigned grasp locations;

(d) determine a first set of candidate grasp locations on the
object based on data representative of a simulated grasp
quality obtained in (c); and

(e) evaluate, based on a first set of grasp quality sensor
data from a first actual experiment for the robot grasp-
ing the object using each of the first set of candidate
grasp locations, an actual object grasp quality of the
robot grasping for the each of the first set of candidate
grasp locations, and

() for the each of the first set of candidate grasp locations,
determine a convergence of the actual object grasp
quality and the simulated object grasp quality based on:
the first set of grasp quality sensor data from the first
actual experiment, and the data representative of the
simulated grasp quality.

19. The non-transitory computer-readable storage
medium of claim 18, wherein, when executed by the one or
more processors, the processor-executable instructions fur-
ther cause the one or more processors to:

(g) in response to determining, in (f), an absence of the
convergence of the actual and the simulated object
grasp quality for at least one of the first set of candidate
grasp locations, determine a grasp success probability
value for the each of the first set of candidate grasp
locations based on the first set of grasp quality sensor
data obtained in (e); and

(h) assign grasp success probability values respectively
determined in (g) for the each of the first set of
candidate grasp locations.
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